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a obtenção do grau de Doutor em Ciências (D.Sc.)

ESTUDO E DESENVOLVIMENTO DE SRAMs PARA BAIXO CONSUMO DE
ENERGIA EM PROCESSO 28 nm FD-SOI CMOS

Luis Fabián Olivera Mederos

Setembro/2017

Orientador: Antonio Petraglia

Programa: Engenharia Elétrica

O projeto de circuitos analógicos em processos nanométricos CMOS (< 90 nm) pode
ser substancialmente afetado pelas variações do processo de fabricação, sendo cada vez
mais desafiador para os projetistas alcançar soluções eficientes no desempenho dos cir-
cuitos mediante o uso de modelos analı́ticos. Simulações extensas com alto custo com-
putacional são normalmente requeridas para providenciar um correto funcionamento do
circuito. Por outro lado, devido ao fato que a estrutura bulk-CMOS esta alcançando seus
limites de escala (< 32 nm), outros transistores foram desenvolvidos como sucessores,
tais como o fully depleted silicon-on-insulator (FD-SOI), Multigate MOSFET, entre out-
ros, surgindo novas técnicas de projeto que utilizam as caracterı́sticas aprimoradas destes
dispositivos. Dessa forma, esta tese de doutorado se foca no desenvolvimento de modelos
analı́ticos dos parâmetros mais importantes do cache SRAM implementado em processo
CMOS FD-SOI de 28 nm, principalmente para explorar as dimensões dos transistores
com baixo custo computacional, e assim produzir soluções eficientes em termos de con-
sumo de energia, velocidade e rendimento. Aproveitando o baixo custo computacional e a
alta concordância dos modelos analı́ticos, nesta tese fomos capazes de propor um dimen-
sionamento não tradicional para a célula de memória 6T-SRAM, em que diferentemente
do clássico dimensionamento “thin-cell”, os comprimentos dos transistores são utilizados
como variável de projeto com o fim de reduzir o consumo estático de corrente. A estru-
tura single-P-well (SPW), combinada com a técnica reverse-body-biasing (RBB) foram
utilizadas para alcançar um melhor balanço entre as correntes especificas dos transistores
do tipo P e N. Como resultado, foi implementada uma cache SRAM de 128 kb, e as
simulações mostraram que o circuito pode consumir uma energia média por operação
de 0.604 pJ/word-access (64 I/O bits) utilizando uma fonte de alimentação de 0.45 V e
frequência de operação 40 MHz. O cache SRAM ocupou uma área no chip de 0.060 mm2.
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Since analog circuit designs in CMOS nanometer (< 90 nm) nodes can be substan-
tially affected by manufacturing process variations, circuit performance becomes more
challenging to achieve efficient solutions by using analytical models. Extensive simu-
lations are thus commonly required to provide a high yield. On the other hand, due to
the fact that the classical bulk MOS structure is reaching scaling limits (< 32 nm), alter-
native approaches are being developed as successors, such as fully depleted silicon-on-
insulator (FD-SOI), Multigate MOSFET, FinFETs, among others, and new design tech-
niques emerge by taking advantage of the improved features of these devices. This thesis
focused on the development of analytical expressions for the major performance param-
eters of the SRAM cache implemented in 28 nm FD-SOI CMOS, mainly to explore the
transistor dimensions at low computational cost, thereby producing efficient designs in
terms of energy consumption, speed and yield. By taking advantage of both low com-
putational cost and close agreement results of the developed models, in this thesis we
were able to propose a non-traditional sizing procedure for the simple 6T-SRAM cell,
that unlike the traditional thin-cell design, transistor lengths are used as a design variable
in order to reduce the static leakage. The single-P-well (SPW) structure in combination
with reverse-body-biasing (RBB) technique were used to achieve a better balance between
P-type and N-type transistors. As a result, we developed a 128 kB SRAM cache, whose
post-layout simulations show that the circuit consumes an average energy per operation
of 0.604 pJ/word-access (64 I/O bits) at supply voltage of 0.45 V and operation frequency
of 40 MHz. The total chip area of the 128 kB SRAM cache is 0.060 mm2.
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Chapter 1

Introduction

1.1 Motivation: Low-Power and Robust SRAM Design

Historically, static random access memories (SRAMs) have been designed to fill two
needs: direct interface with the central processor unit (CPU) at speeds faster than dynamic
random access memories (DRAMs), and to replace DRAMs in systems that require low
power consumption. Due to the growth of internet of things (IoT) industry applications,
ultra low power (ULP) has received increasing attention in system-on-chip (SoC) designs
owing to the emergence of several circuits that require prolonged battery life, such as
mobile phones, personal computers, sensor networks and biomedical implantable circuits
[1–4].

According to the International Technology Roadmap for Semiconductors (ITRS) fore-
cast shown in Fig. 1.1 [5, 6], SRAMs currently should occupy above 90% of the SoC area,
and their leakage currents are one of the major reasons for static power dissipation. An
effective way to reduce this static dissipation is by decreasing the supply voltage at the
minimum operation value, since it has an exponential influence on the static leakage [7–
10]. However, as can be seen in Fig. 1.2, the scaling of CMOS technology below 90 nm
nodes creates a crucial challenge for designers, since the manufacturing process variabil-
ity is not scaling at the same rate as those of transistor dimensions [11–13], and hence as
the technology node decreases so does the static noise margin (SNM). Usually, the small-
est possible dimensions are used to realize high-density SRAM cells, and consequently
the large variability of these transistors may have a dramatic impact on the minimum sup-
ply voltage that would ensure a proper cell operation, such that stored data would not
be lost. One of the most common metrics to quantify the minimum supply voltage is
the SNM [14–22], since their positive values allow safe cell operation. In addition to
the manufacturing process variations, short channel effects have a strong impact on SNM
when minimum dimensions are used, and such effects should be taken into account on the
design.
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Figure 1.1: Chip area percentage of the SRAM and other circuits versus technology scal-
ing [5, 6].

There are four kinds of failure mechanisms caused by process variability on the SRAM
[23–25]: hold failure (data stored by the cell is lost due to supply voltage reduction when
the memory array operates in standby mode), write failure (new data is not written in the
bit-cell), read failure (data stored by the cell is destroyed during read operation), access
failure (data stored by the cell is not correctly read). The read failure is the dominant
failure mechanism at normal operating conditions, and hence arises the need to design a
circuit able to properly read the stored data, which is well-known in the literature as sense
amplifier (SA) [26]. The purpose of the SA is to read the contents of many memory cells
since it can achieve a fast decision time due to its strong positive feedback. However, in
ultra-low-power applications, when the supply voltage must be decreased, the SA decision
speed also is decreased [27]. From the point of view of SRAM design, the SA input-offset
voltage is a crucial specification since it affects the SRAM yield and speed [27–30].

In order to deal with the large variability of the nanometer nodes, robust operation of
SRAM cache has been widely studied in the literature [6, 13, 31]. The most common way
to estimate SRAM failure probability is the standard Monte Carlo method, which often
requires high computational cost simulations to provide proper circuit operation under
manufacturing process variations. To avoid this large number of circuit simulations, and
hence to reduce the design time, other techniques were proposed, some of them based on
more efficient simulations [32–34], and others on analytical models [23, 24, 35], which
predict the circuit performance and produce initial transistor sizing. In this way, as showed
in details in Section 1.3, this thesis focuses on the development of analytical expressions
for the major performance parameters of the SRAM cache, specially concerning the tran-
sistor sizing with low computational cost, so that efficient solutions in terms of energy
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Figure 1.2: SNM compared with leakage current versus technology nodes scaling [6].

consumption, speed and yield are produced.

1.2 SRAM Cache

A classical SRAM cache is formed by a memory cell array, row and column decoders,
sense amplifiers (SA), write drivers and bit-line pre-charge circuits, as illustrated in Fig. 1.3.
The memory array is made by connecting bit-cells through N bit-line columns and M

word-line rows. In order to have read and write access to a memory cell, the input address
is loaded on the decoders, and thus word-line and bit-line are selected. It is important
to note that M usually represents a huge number of cells connected to each column, pro-
ducing a large load capacitance on the bit-lines. Hence, pre-charge circuits are necessary
to deal with their effects on write and read operations. SRAM caches currently reported
in the literature achieve 128 Mb [36–38]. Thus, these are 227= 134.217.728 bit-cells,
and hence any small design improvement yields great impact on the entire array either in
terms of occupied area or energy consumption.

1.2.1 SRAM Bit-cell

A memory bit-cell is a circuit that can store a single digital data: “0” or “1”. The standard
six transistor cell (6T-SRAM) depicted in Fig. 1.4 is widely used in view of its speed,
robustness and circuit simplicity [39]. It consists of two cross-coupled CMOS inverters
(M1-M3 and M2-M4) and two n-type access transistors (M5 and M6). The inverter pairs
are responsible for holding the binary information by their mutual positive feedback, and
the access transistors allow read/write access and isolate the cell in hold mode.
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Figure 1.3: General architecture of the SRAM cache.

1.2.2 Sense Amplifier

One of the major peripheral circuits in the SRAM cache is the SA. The primary function of
a SA is to amplify a small differential signal from the bit-line during read operation. The
bit-lines are pre-charged before the read operation, and weakly discharged only on one
side in read operation when the bit-cell is connected through their access transistors. Once
the access transistors discharge one side of bit-lines until achieving a voltage difference
higher than the input-offset of the SA, the SA is activated to provide an output decision.
Usually, the seven-transistor latch-type sense amplifier (7T-LTSA) shown in Fig. 1.5
is used in view of its simplicity, eventhough specific and improved topologies are often
reported in the literature [40, 41]. The 7T-LTSA contains two isolating transistors (M5 and
M6), two cross-coupled inverters (M1-M3 and M2-M4) and a footer transistor (M7). When
a voltage difference is established between BL and BL, the sense amplifier is disconnected
from the bit-lines as the sense enable (SE) signal is activated. At the same time, helped
by their positive feedbacks, the cross-coupled inverters are turned on through the footer
transistor to rapidly generate the proper output.

1.2.3 Pre-charge Circuit

Each column of the SRAM array has a bit-line pair (BL and BL) which is connected to a
pre-charge circuit. Basically, this circuit must pull-up the large capacitance of the voltage
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Figure 1.4: Schematic of the 6T-SRAM cell.
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Figure 1.5: Schematic of the 7T latch-type sense amplifier.

nodes BL and BL to the pre-charge level, which is usually equal to the supply voltage. The
basic pre-charge circuit is shown in Fig. 1.6. Note that when PC is low, P-type transistors
M1, M2 and M3 are tuned on, thereby connecting the bit-lines BL and BL to VDD. The
only function of transistor M3 is to eliminate the offset between bit-lines.

1.2.4 Write Driver

Similar to the case of pre-charge circuit, each bit-line pair (BL and BL) is connected to
a write driver circuit. In write operation, after bit-lines are pre-charged, the driver must
pull-down one side of the bit-lines (BL or BL) to ground in order to produce a differential
voltage for beating the positive feedback of the memory cell, thereby writing the logic
information properly. It can be implemented by the circuit of Fig. 1.7, which activates
the access transistors M3 and M4 through the write enabled (WRT) signal and only one
bit-line (BL or BL) by turning on either M1 or M2, depending on the input data (DIN)
value to be “0” or “1”, respectively.
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Figure 1.7: Schematic of the write driver circuit.

1.2.5 Mode of Operations

The SRAM cache can have three states of operation: standby (idle mode), read (data is
read from the addressed cell) and write (data is written to the addressed cell).

1.2.5.1 Standby Mode

The standby mode holds the logical information when the cell is not being used. This
mode is an efficient low power solution in view of the fact that the static leakage can be
considerably reduced by decreasing the supply voltage down to the minimum as possi-
ble (see Fig. 1.8). This minimum is determined by the hold SNM (HSNM), since their
positive values ensure the proper bit-cell operation.

1.2.5.2 Read Operation

The basic read operation is illustrated by the timing diagram in Fig. 1.9, which illustrates
the following steps:

R.1: The read cycle starts with both bit-lines (BL’s) pre-charged to the pre-charge level
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Figure 1.8: Timing diagram of standby mode technique.

by the pre-charger circuit through activating PC= “0”.

R.2: The word-line (WL) signal is activated and one of the bit-lines starts to discharge
through the bit-cell access transistor. At the same time the SA is connected to the
bit-lines by establishing SE=“0”.

R.3: When the differential voltage between bit-lines achieves the maximum input-offset
of the SA (VOS), the SA is disconnected from the bit-lines by applying SE=“1” in
order that a fast decision is taken at their outputs.

R.4: The read data is available at the output (OUT) of the SA in the next rising edge of
clock (CLK).

1.2.5.3 Write Operation

On the other hand, the basic write operation is also detailed in the timing diagram of
Fig. 1.9, following the next steps:

W.1: The write cycle starts with both bit-lines pre-charged to the pre-charge level by the
pre-charger circuit through activating PC= “0”.

W.2: The word-line signal is activated and one side of bit-lines starts to discharge through
the write driver, either BL when DIN=“0” or BL when DIN=“1”.

W.3: The differential voltage between bit-lines ∆VBL beats the feedback of bit-cell voltage
nodes Q and Q, thereby writing the new data.

1.2.6 SRAM Performance

In ULP SRAM cache designs, speed and energy consumption are the major specification
parameters. However, other features are important, depending on each application, such
as the memory size, the number of accessed bits per operation, minimum supply voltage
and chip area. Table 1.1 shows performance comparisons among some reported ULP
SRAM designs. Observe that the energy per operation is commonly specified in either
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Figure 1.9: Read and write operations timing diagram.

pJ/word-access or fJ/bit-access units, which refers to the average energy consumption per
accessed word or bit, respectively, in active mode (write or read operations).

Table 1.1: Performance comparisons among reported ULP SRAM designs.
Parameter [42] [43] [44]

Technology 28 nm FD-SOI 20 nm Bulk
Minimum supply voltage (V) 0.36 0.35 0.6
Bit-cell area (µm2) 0.232 0.384 N/A
Memory Size (kb) 128 64 128
Word size (bits) 64 32 32
Freq.(MHz) @ VDD,min 9 13 N/A
Energy (pJ/word-access) 3.36 @0.45V 1.15 @0.35V 2.15 @0.6V
Energy (pJ/word-access)* 3.36 @0.45V 4.60 @0.35V 4.30 @0.6V
Energy (fJ/bit-access)* 52.5 @0.45V 71.8 @0.35V 67.2 @0.6V
* Normalized to memory size 128 Kb and word size 64.
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1.3 Thesis Contributions

Since analog circuit designs in CMOS nanometer (< 90 nm) nodes can be substantially
affected by manufacturing process variations, circuit performance becomes more chal-
lenging to achieve efficient solutions by using analytical models. Extensive simulations
are thus commonly required to provide a high yield. On the other hand, due to the fact
that the classical bulk MOS structure is reaching scaling limits (< 32 nm), other transis-
tors are being developed as successors, such as fully depleted silicon-on-insulator (FD-
SOI), Multigate MOSFET, FinFETs, among others, and new design techniques emerge
by taking advantage of the improved features on devices. This improvement gives us
the chance to evaluate simpler and well-known circuits that were used in micrometer
processes (> 90 nm), when the short channel effects were not an obstacle, such as the
7T-LTSA and 6T-SRAM cells. In that way, this thesis focused on the development of
analytical expressions for the major performance parameters of the SRAM cache imple-
mented in 28 nm FD-SOI CMOS, mainly to explore the transistor dimensions at low
computational cost, so that producing efficient designs in terms of energy consumption,
speed and yield. By taking advantage of both low computational cost and close agreement
results of the developed models, in this thesis we were able to propose a non-traditional
sizing for the simple rectangular-diffusion (RD) 6T cell. As a result of this sizing ex-
ploration, we obtained an excellent energy per operation consumption compared with the
state-of-the-art reported in the literature. Therefore, the contributions of this thesis can be
separated in the following topics:

Hold static noise margin: In [17], a model for the HSNM margin was reported assum-
ing that DIBL effect was negligible, and in [18] a procedure to include DIBL effect
was described. In addition to what was reported in [17] and [18], in Section 3.1
and also published in [45], we propose a model that also considers body bias effect,
which mainly improves the model for nanometer technologies.

Write and read static noise margins: Many analytical models that predict the statistical
behavior of HSNM and RSNM have been proposed in the literature [17, 18, 20, 45].
However, to the best of our knowledge, no analytical solution for the write SNM
(WSNM) has so far been reported in the literature. A common model for analyzing
the tradeoffs between read stability and write ability is the N-curve [46], which pro-
vides information on both operation modes without having an analytical expression
for WSNM. In Section 3.3 we present an analytical expression for the WSNM of
6T-SRAM cells at sub-threshold operation. Consequently, by observing the WSNM
and the RSNM expressions, in Section 3.3.3 we propose an alternative 6T-SRAM
design parameter Γ , whose role is to control the trade-offs between read and write
cell margins. In addition, this parameter includes information on both well-known
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pull-up and cell ratios [14, 46, 47], and have opposite logarithm dependency be-
tween write and read margins. In this way, a fast statistical model, composed by
the proposed WSNM and a preview for RSNM, is carried out in order to dimension
6T-SRAM cells for high yield under global and local process variations.

Energy-efficient sizing for 6T-SRAM cells: In Chapter 4 we present a complete analyt-
ical model to explore the SRAM cache performance. The major system metrics,
such as the static and dynamic energies per operation, static noise margins, oper-
ation frequency and leakage currents are carefully modeled. By taking advantage
of this low computational cost models, we explore the performance of a 128 kb
SRAM cache implemented with the simple 6T rectangular-diffusion (RD) cell. The
proposed 6T-SRAM cell sizing of Section 3.3.6.1, in which the cell transistors are
designed with the same width (Wpu=Wpd=Wat=Wx), the same pull-up and pull-down
lengths (Lpu=Lpd=Lx) and minimum access length (Lat=Lmin= 30 nm), in combina-
tion with the single-P-well (SPW) structure at reverse-body-biasing (RBB), achieve
a minimum energy point (MEP) of 604 fJ/word-access at VDD= 450 mV and oper-
ation frequency of 40 MHz. As shown in Table 1.1, our approach can reduce by
80% the energy per operation reported in [42], mainly for the reason that [42] uses
the traditional “thin-cell” [48], in which the leakage current increases by increasing
transistor widths to compensate the pull-up and pull-down imbalance. Thus, as also
suggested in [49] for saving more that 50% of the energy consumption of digital
circuits in 28 nm FD-SOI CMOS process, the increasing of transistor lengths con-
siderably reduces the static leakage of the cell. However, this approach cannot be
applied to the access transistor since it must drive high bit-lines capacitances. For
this reason, we propose an energy-efficient and simple sizing that only depend on
the variables Lx and Wx.

Sub-threshold operation of the sense amplifier (SA): In Chapter 5 we present analyti-
cal expressions to estimate input-offset and yield of the classical 7T-LTSA at sub-
threshold operation. According to what has been published in [29, 50], our con-
tribution lies mainly on the simplification of the input-offset expression for sub-
threshold operation (see Eq. (5.14)), which allows the prediction of the SA yield at
low computational cost.

1.4 Thesis Outline

In Chapter 2 is presented the used 28 nm FD-SOI CMOS process as well as an appropriate
transistor modeling to deal with their nanometer issues, such as short and narrow channel
effects. Chapter 3 develops expressions of the hold, read and write SNMs, and as conse-
quence, proposes a statistical model to analyze the behavior of the 6T-SRAM cell under
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manufacturing process variations. Chapter 4 presents a complete analytical modeling of
the SRAM cache, such as the bit-line and word-line capacitances, maximum frequency of
operation, static leakage, access transistor leakage and static and dynamic energies. By
taking advantage of this models and the other ones presented in Chapter 3 for the noise
margins, we explore both cell transistor dimensions and cache architecture to optimize
the performance, mainly aiming at low-power applications without losing focus on sta-
bility and speed. In Chapter 5 are presented models to estimate the sense amplifier input
offset and yield for a 7T-LTSA topology operating at sub-threshold operation. Chapter 6
shows both layout implementation and simulation results of the 128 kb SRAM cache.
And finally, in Chapter 7 we present the conclusions and future directions of this thesis.
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Chapter 2

28 nm FD-SOI CMOS process

2.1 Advantages of SOI CMOS

Since the bulk CMOS is running into physical limits, other devices have been developed,
as well as silicon-on-insulator (SOI) technology, which provides a promising low-power
solution to chip implementation due to the fact that it has low capacitance and enables
high-speed operation at lower supply voltage [51]. The box layer provides many advan-
tages for SOI CMOS over the bulk CMOS technology. Therefore, regarding our objective,
one the major advantages is the reduced drain-to-substrate capacitance, which helps to
improve the switching speed of CMOS devices. This can be observed in Fig. 2.1, which
shows the power consumption and the access time for a 4 Mb SRAM. Note that bulk
CMOS can consume up to three times more than that SOI CMOS for the same speed.
The latest generation of SOI technology is the fully-depleted (FD-SOI), and according to
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Figure 2.1: Speed and power consumption of bulk and SOI CMOS [51].

the ITRS, these are necessary to preserve the scaling law. FD-SOI devices have entered
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in production at the 28 nm node as an alternative to bulk CMOS, by reporting excel-
lent short-channel electrostatic control, low leakage currents, and reduced random dopant
fluctuations (RDF) [52]. Beside these performance improvements, the FD-SOI process
has two important features: substrate biasing with a wide voltage range and flipped well
transistors (see Fig. 2.2). By taking advantage of the flipped well features it is possible to
combine N-type and P-type transistors on the same well, and hence decrease the area that
is usually lost between minimum distances in the technology layout rules. In addition,
flipped-well transistors have a threshold voltage that is lower than that of the standard
ones, so that P-type transistors with higher specific current can be obtained at the same
dimension.

PMOS 
Regular

NMOS 
flipped-well

PMOS 
flipped-well

NMOS 
Regular

P-WELL N-WELL P-WELLN-WELL

(a) (b)

Figure 2.2: Illustration of the FDSOI structure [53]: a) standard; b) flipped well.

2.2 Transistor Models

As previously mentioned, we are interested in low power applications, in which low sup-
ply voltages are required to avoid static power dissipation. Therefore, we have studied
to use similar models as we are habituated with bulk CMOS transistor for low power
applications, such as [54] and [55].

In most sections of this document we used the sub-threshold transistor model. A better
extraction of transistor parameters can be made by also considering the near-threshold
region [56–58]. The following expression can be used to approximate the drain to source
current in sub/near-threshold region [59]:

IDS = Iso
W
L

ln2
[

1+ exp
VGS−VT,eff

2nUT

]
(2.1)

where
VT,eff =VTo−λVDS−ηVBS (2.2)

is the effective threshold voltage, Iso is the specific current, VTo is the threshold voltage,
λ is the drain-induced barrier lowering effect (DIBL), η represent the substrate biasing
characteristic, n is the slope factor, UT is the thermal voltage, and VGS, VDS and VBS

denote, respectively, the gate-to-source, drain-to-source and substrate-to-source voltages.
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Parameters Iso, n, λ , VTo and η strongly depend on the width (W ) and length (L) due to the
influences of narrow and short channel effects. Therefore, we extracted these parameters
for different values of W and L. Figs. 2.3 and 2.4 show the results of these extractions for
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Figure 2.3: Extracted curves for regular NMOS.

regular NMOS and flipped well PMOS, respectively. The combination of regular NMOS
and flipped well PMOS is used for two reasons: area savings, in view of the fact that
they are fabricated on the same well, and that flipped-well PMOS has a higher gain that
regular PMOS since it has a lower threshold voltage. When transistors operate in the
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Figure 2.4: Extracted curves for flipped-well PMOS.

sub-threshold region, the drain-to-source current is given by [17, 60–62]

IDS = Iso
W
L

exp
(−VTo

nUT

)
exp
(

VGS +λVDS +ηVBS

nUT

)[
1− exp

(−VDS

UT

)]
. (2.3)

In order to show the effects of using the sub-threshold model in Eq. (2.3), Figs. 2.5(a)
and 2.5(b) present the currents produced by sub/near and sub-threshold models for both
regular NMOS and flipped well PMOS transistors, respectively.
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Simulated Sub/Near-Vt Model of Eq. (2.1) Sub-Vt Model of Eq. (2.3)
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Figure 2.5: Simulated drain current in comparison with both sub and near threshold mod-
els: (a) Regular NMOS (b) flipped-well PMOS.

2.2.1 Global Process Variations

Process variations, also known as global variations, affect all devices on chip in the same
way [63, 64]. Usually, to predict their influences, these variations are set on the simulator
at their worst-case corners, which are denoted as SS (N-slow-P-slow), FF (N-fast-P-fast),
FS (N-fast-P-slow) and SF (N-slow-P-fast). In order to include this information in our
analytical models, we extracted parameters Iso, n, λ , VTo and η for all corner cases by
varying W and L. For instance, the extraction results when transistors are used at their
minimal dimension are shown in Table 2.1. As expected, VTo and Iso suffer the major
process variations, whereas VTo variations are the most important in view of the fact VTo

has an exponential dependence on the sub-threshold current given by Eq. (2.3).

Table 2.1: Extraction results from process corner variations for transistor dimensions
Wn=Wp= 80 nm and Ln=Lp= 30 nm.

Parameter TT FS SF FF SS

VTon (mV) 422.3 391.9 453.0 404.5 437.4
Ison (µA) 2.3 1.89 2.9 2.7 1.93
nn (V/V) 1.38 1.37 1.40 1.44 1.36

λn (mV/V) 118.7 118.8 118.6 135.2 111.5
ηn (mV/V) 69.7 68.8 70.4 66.9 71.7

VTop (mV) 440.4 470.0 410.7 415.8 473.1
Isop (µA) 0.62 0.72 0.54 0.61 0.73
np (V/V) 1.42 1.42 1.41 1.47 1.37

λp (mV/V) 128.0 127.6 128.5 153.5 107.2
ηp (mV/V) 80.0 80.3 78.9 78.2 82.2
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2.2.2 Local Mismatch Variations

In most sections of this thesis we applied the Pelgrom’s model [65, 66] to estimate the
threshold voltage variations due to the influences of mismatching. This model defines the
standard deviation of the threshold voltage as

σVTo =
AV To√

WL
(2.4)

where AV To is a technology dependent parameter. In this technology, parameters AV To,n

and AV To,p are approximately 1.23 mV·µm for both N-type and P-type transistors.

2.2.3 Matlab Function for Transistor Parameters

In addition to the classical corners (FF, SS, FS and SF), the 28 nm FD-SOI CMOS tech-
nology provides larger spread corners (FFA, SSA, FSA and SFA), which are obtained at
4.5σ . As depicted in Fig. 2.6, we implemented a Matlab function that uses the extracted
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Transistor parameters
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Figure 2.6: Diagram of the implemented Matlab function that provides the transistor
parameters.

results, previously showed in Fig. 2.3, and provides for our scripts the interpolated val-
ues of transistor parameters VTo, ISo, λ , η and σVTo for the desired dimension within the
extracted range (30 nm<L<80 nm and 80 nm<W<500 nm). In addition, the function
called as “parameters28nmFDSOI” can be set for any corner point (FF, SS, FS, SF, FFA,
SSA, FSA and SFA) for both N-RVT (NMOS regular VT ) and P-LVT (PMOS low VT ).
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Chapter 3

SNM of 6T-SRAM Cells at
Sub-threshold Operation

The usual metrics to quantify SRAM cell robustness at low supply voltage is the static
noise margin (SNM) [14, 15], since its positive values allow safe cell operation. CMOS
scaling down below 90 nm nodes creates a major challenge for designers, as process vari-
ability and short channel effects have a strong impact on the minimum supply voltage for
proper cell operation [67]. Hence, extensive simulations on the design stage are required
to ensure high yield of SRAM cells. Design methodologies based on either analytical
models with low computational cost [15] or more efficient simulations [33, 34] are very
useful in improving time to market. Many analytical models that predict the statistical
behavior of hold and read SNM (HSNM and RSNM) have been proposed in the literature
[20, 45]. However, to the best of our knowledge, no analytical solution for the write SNM
(WSNM) has so far been reported in the literature. A common model for analyzing the
tradeoff between read stability and write ability is the N-curve [46], which provides in-
formation on both operation modes without having an analytical expression for WSNM.
Therefore, Section 3.1 presents a simple and yet highly accurate model for HSNM that
considers DIBL and body bias effects, which is useful for both bulk CMOS and FD-SOI
CMOS technologies. In [17], a model for the HSNM margin was presented assuming that
DIBL effect was negligible, and in [18] a procedure to include DIBL effect was described.
In addition to what was reported in [17] and [18], we propose a model that also consid-
ers body bias effect [45], which is crucial for FD-SOI CMOS processes. In Section 3.3,
we present an analytical expression for the WSNM of 6T-SRAM cells at sub-threshold
operation. Consequently, by observing the WSNM and RSNM expressions, we propose
an alternative 6T-SRAM design parameter Γ , which includes information of both pull-up
ratio [46] and cell ratio [14], and have opposite logarithm dependency between write and
read margins. In addition, a fast statistical model, composed by the proposed WSNM and
a preview for RSNM, is carried out in order to dimension 6T-SRAM cells for high yield
under global and local process variations.
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3.1 HSNM Modeling

In hold operation, the cell is only retaining the digital data through the positive feedback of
their cross-coupled inverters. In this case, the effect of access transistors can be neglected,
and the cell is reduced to analyze the static behavior of the inverters.

3.1.1 Static Behavior of the Inverter

By considering that the inverter circuit of Fig. 3.1(a) operates in sub-threshold region, and
according to Eq. (2.3), the current through N and P type transistors are given, respectively,
by

IDSn = ISn exp
(

Vin−VTon +λnVout +ηnVBn

nnUT

)(
1− exp

(−Vout

UT

))
(3.1)

ISDp = ISp exp
(

VDD−Vin−|VTop|+λp(VDD−Vout)+ηp(VDD−VBp)

npUT

)
×
(

1− exp
(

Vout−VDD

UT

)) (3.2)

where ISn = IsonWn/Ln, ISp = IsopWp/Lp, and VBn and VBp are the substrate-to-source volt-
ages of N-type and P-type transistors, respectively. The static analysis can be made when
there is no output current [59], and hence by equaling Eq. (3.1) to (3.2). Therefore, the
voltage transfer curve (VTC) of the inverter circuit illustrated in Fig. 3.1(b), which takes
into account DIBL and body bias effects, can be determined by solving IDSn=ISDp, yield-
ing

Vin =VOFF +
n̄UT

2
log

1− exp
(

Vout−VDD
UT

)
1− exp

(
−Vout

UT

)
+ λ̄

VDD

2
− λ̄Vout (3.3)

where

VOFF =
n̄VDD

2

[
2+2ηp +λp

2np
− λn

2nn

]
+

n̄UT

2
log
(

ISp

ISn

)
+

n̄VTon

2nn
− n̄|VTop|

2np
− n̄ηpVBp

2np
− n̄ηnVBn

2nn

(3.4)

is the input voltage that produces half the supply voltage at the output, and

n̄ = 2
npnn

np +nn
(3.5)

λ̄ =
n̄
2

(
λp

np
+

λn

nn

)
. (3.6)

Fig. 3.2 shows VTC simulation results compared with the analytical ones in Eq. (3.3) by
setting VBn=VBp=VBB in three cases: ground, half supply voltage and supply voltage. Note
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in Fig. 3.2 that by decreasing the substrate voltage VBB we can compensate the VTC curve
due to the fact that stronger P-type transistors are obtained.

Vin

Vout

x2x̄2x1 x̄1
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Figure 3.1: Schematic (a) and VTC illustrative diagram (b) of the inverter circuit.
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Figure 3.2: Simulation results of VTC curves versus predicted ones by Eq. (3.3) for vari-
ous substrate voltages.

3.1.2 HSNM Considering DIBL and Body Biasing effects

In order to improve the HSNM accuracy prediction in comparison with other models
presented in the literature, we include the DIBL and body biasing effects. According to
[17], the low and high noise margins are defined, respectively, as

NML =VILmax−VOLmax (3.7)

NMH =VOHmin−VIHmin (3.8)
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where, VOH and VIL denote, respectively, the high and low nominal output voltages ob-
tained with full-swing input, whereas the pairs (VILmax,VOHmin) and (VIHmin,VOLmax) are
the unity-gain points, as illustrated in Fig. 3.1(b). The voltage VOHmin is found by equal-
ing to -1 the derivative of Eq. (3.3) with respect to Vout and assuming exp(−Vout/UT )� 1
for high values of Vout , yielding

VOHmin = y1 =VDD−UT log
(

2λ̄ −2− n̄
2λ̄ −2

)
. (3.9)

Similarly, by equaling to -1 the derivative of Eq. (3.3) and assuming exp((VDD−Vout)/UT )�
1 for low values of Vout , we obtain

VOLmax = y2 =UT log
(

2λ̄ −2− n̄
2λ̄ −2

)
. (3.10)

The values of Vout concerning the unity-gain points (y1 and y2) can be approximated by
the other ones without DIBL effects (ȳ1 and ȳ2), since the errors defined as

εy1 = y1− ȳ1 =−UT log
(

2+ n̄
2+ n̄−2λ̄

)
(3.11)

εy2 = y2− ȳ2 =UT log
(

2+ n̄
2+ n̄−2λ̄

)
(3.12)

are small enough for realistic values of λ̄ and n̄ (see Fig. 3.3). Therefore,

VOHmin ≈ ȳ1 =VDD−UT log
(

2+ n̄
2

)
(3.13)

VOLmax ≈ ȳ2 =UT log
(

2+ n̄
2

)
(3.14)

which agree with [17]. Now, by replacing the approximation of Eq. (3.13) with the VTC
in Eq. (3.3) (Vout = VOHmin), thereby accounting for all effects, we find

VILmax = x1 =
n̄UT

2
log
(

n̄
n̄+2

)
− λ̄UT log

(
2

n̄+2

)
+VOFF −

λ̄VDD

2
. (3.15)

In addition, replacing Eq. (3.14) with (3.3) yields

VIHmin = x2 =−
n̄UT

2
log
(

n̄
n̄+2

)
+ λ̄UT log

(
2

n̄+2

)
+VOFF +

λ̄VDD

2
. (3.16)
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Finally, the NML and NMH defined by Eqs. (3.7) and (3.8) are given, respectively, by

NML =
n̄UT

2
log
(

n̄
n̄+2

)
+(1− λ̄ )UT log

(
2

n̄+2

)
+VOFF −

λ̄VDD

2
(3.17)

NMH =
n̄UT

2
log
(

n̄
n̄+2

)
+(1− λ̄ )UT log

(
2

n̄+2

)
+VDD−VOFF −

λ̄VDD

2
. (3.18)
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Figure 3.3: Approximation error of Eqs. (3.11) and (3.12).

The errors produced by the approximations made in Eqs. (3.13) and (3.14) on the
NML and NMH, respectively, can be analyzed by assuming that small errors on the vertical
coordinates (εy) generate an opposite error on the horizontal coordinates (εx≈−εy), since
the derivative values are close to -1. Therefore, from Eqs. (3.7) and (3.8), it follows that
the absolute errors of the low and high noise margins can be approximated by

εNML = εx1− εy2 ≈−εy1− εy2 (3.19)

εNMH = εy1− εx2 ≈ εy1 + εy2 (3.20)

which are approximately zero in view of Eqs. (3.11) and (3.12).

3.1.3 Global and Local Process Variations

The global corners FS (fast-N-type slow-P-type) and SF (slow-P-type fast-P-type) in com-
bination with local variations are determinant for ensuring a positive noise margin under
manufacturing process variations [68]. As illustrated in Fig. 3.4, the positive values of
Eqs. (3.17) and (3.18) determine a region where the threshold voltage variations produce
a feasible design with which the inverter operates safety. It should also be observed that
the limits established by Eqs. (3.17) and (3.18) are closer to FS and SF corner points,
respectively, than to the other corner points (FF ans SS).
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Assuming that process variations only affect VTo, the local mismatch of the noise
margin is

∆NM = ∆NML =−∆NMH =
n̄
2

(
∆VTon

nn
− ∆VTop

np

)
(3.21)

whose variance is

σ2
NM =

n̄2

4

(
σ2

VTon

n2
n

+
σ2

VTop

n2
p

)
(3.22)

where σVTon and σVTop are the standard deviations of the threshold voltages for N-type
and P-type transistors, respectively. In order to provide a robust cell operation under the
process variations, we estimate the worst-case of the HSNM by combining the corner
points and their local variations as

HSNMWC = min(NML,FS−3σNM,NMH,SF−3σNM) (3.23)

where NML,FS and NMH,SF are given by Eq. (3.17) at the FS corner and by Eq. (3.18) at
the SF corner, respectively. Note that Eq. (3.23) can be used to estimate the worst-case
only by knowing the global parameters at both FS and SF corners, and the local mismatch
which depends on the transistor area. Hence, low computational cost estimation can be
achieved in order to avoid the extensive simulations that are usually required to provide
high-yield designs.

VTop

VTon

SF + Local

FS + LocalTT

SS

FF

NMH < 0

NML < 0

NMH > 0
NML > 0

Eq. (3.18)

Eq. (3.17)Feasible region

for VTo variations

Figure 3.4: White region limited by straight lines (Eqs. (3.17) and (3.18)) pertaining to
feasible designs under VTo variations.

3.1.4 Model Results in 28 nm FD-SOI CMOS

A design example was carried out in 28 nm FD-SOI CMOS process and validated through
HSPICE simulations. As seen in Section 3.3.6, the single-P-well (SPW) structure of

23



Fig. 3.16 was used to implement the circuit. Figs. 3.5(a) and 3.5(b) present the nominal
simulation results of the low and high noise margins, respectively, compared with the
predicted ones shown in Eqs. (3.17) and (3.18). The circuit was simulated by setting the
substrate voltage (VBB) at three values: ground, half supply voltage, and supply voltage.
The absolute error results (Figs. 3.6(a) and 3.6(b)) are less than 3.2 mV along the supply
voltage range, showing that the results produced by the analytical model are in close
agreement with the simulation results. In order to validate the analytical worst-case noise
margin in Eq. (3.23), in Fig. 3.7, we compared it with the worst-case obtained by 1000
Monte Carlo runs including global and local variations. The minimum supply voltage
that provides a positive noise margin is achieved in the case that VBB=0, for which the
analytical value is 212.98 mV compared to 214.92 mV obtained by simulations. The
runtime of the worst-case estimation obtained from Eq. (3.23) takes approximately 0.7
seconds, whereas Monte Carlo simulations in HSPICE require 4.5 minutes to conclude.

Analytical: VBB = 0 VBB = 0.5VDD VBB =VDD

Simulated: VBB = 0 VBB = 0.5VDD VBB =VDD
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Figure 3.5: Simulation results of NML and NMH compared with the predicted ones ob-
tained from the respective analytical model in Eqs. (3.17) and (3.18): (a) nominal NML
(b) nominal NMH.
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Figure 3.6: Absolute error of the analytical models of NML and NMH compared with
simulations: (a) absolute error of NML (b) absolute error of NMH. The absolute error is
calculated as the difference between analytical and simulated results.

3.2 RSNM Modeling

Fig. 3.8 shows the 6T-SRAM circuit during the read mode. A complete analytical model
for RSNM at sub-threshold operation was reported in [20] as

RSNM =



n5(n1n2−n1n4λ2 +nro(n2 +n4))VDD−nron1(n2 +n4)VWL

+nro(n2 +n4)(n1VTo5−n5VTo1)+n5n1(n4VTo2−n2|VTo4|)
+n5(n1n4(λ2−n2)−nro(n2 +n4)) log(2)UT

+nron5n1(n2 +n4) log
(

IS1

IS5

)
UT

+n5n1n2n4 log
(

IS4

IS2

)
UT


n5(nro +n1)(n2 +n4)

(3.24)

where

nro =
n1n5

n1(λ5 +η5 +1)+n5λ1
(3.25)

and ISi=Iso,iWi/Li, for i= 1,2,4,5. Work [20] also analyzed the statistical behavior of RSNM
by considering that threshold voltages are independent random variables. Hence the mean
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Figure 3.7: Noise margin obtained as the worst-case of 1000 samples of Monte Carlo
simulations compared with the other ones predicted by Eq. (3.23).

and standard deviation of RSNM can be derived, respectively, as

µRSNM = RSNM+
6

∑
i=1

(
1
2

∂RSNM2

∂V 2
Toi

)
σ2

VToi
(3.26)

σRSNM =

√√√√ 6

∑
i=1

(
∂RSNM

∂VToi
σVToi

)2

(3.27)

which, considering linear dependency on threshold voltages, result

µRSNM = RSNM (3.28)

σRSNM =

√
n2

ron2
5(n2 +n4)2σ2

VTo1
+n2

1n2
4n2

5σ2
VTo2

+n2
1n2

2n2
5σ2

VTo4
+n2

ron2
1(n2 +n4)2σ2

VTo5

n5(nro +n1)(n2 +n4)
.

(3.29)

This analytical modeling of RSNM [20] was an important motivation to our thesis, since
to the best of our knowledge, no analytical solution for WSNM at sub-threshold opera-
tion was so far been reported in the literature. Therefore, in Section 3.3 we present our
approach for modeling the WSNM.
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Figure 3.8: 6T-SRAM cell circuit during the read operation.

3.3 WSNM Modeling

3.3.1 WSNM Formulation

In order to simplify the handling of the equations, the drain-to-source current of CMOS
transistors at sub-threshold operation, presented in Eq. (2.3), can be rewritten as

IDS =
W
L

ISo exp
(
an(VGS−VTo +λVDS +ηVBS)

)
D(VDS) (3.30)

where

an =
a
n

(3.31)

a =
1

UT
(3.32)

D(X) = 1− exp(−aX). (3.33)

Fig. 3.9 shows the 6T-SRAM cell circuit during the write operation, in which it is initially
assumed that the internal nodes retain the voltages Vx=0V and Vy=VDD, the bit-lines are
pre-charged at VBL=VDD and VBL=VDD−∆VBL, respectively, and the word-line is activated
by VWL=VDD. The DC analysis of this circuit can be decomposed into two inverters (M3-
M1 and M4-M2) loaded by their access transistors (M5 and M6). Then the voltage transfer
curves H1(Vx,Vy) and H2(Vx,Vy) are determined, respectively, as

H1(Vx,Vy) : I3 + I5− I1 = 0 (3.34)

H2(Vx,Vy) : I4− I6− I2 = 0 (3.35)
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where the currents are

I1 = A1 exp(an1(Vy +λ1Vx))D(Vx) (3.36)

I2 = A2 exp(an2(Vx +λ2Vy))D(Vy) (3.37)

I3 = A3 exp(−an3(Vy +λ3Vx))D(VDD−Vx) (3.38)

I4 = A4 exp(−an4(Vx +λ4Vy))D(VDD−Vy) (3.39)

I5 = A5 exp(−an5(1+λ5 +η5)Vx)D(VDD−Vx) (3.40)

I6 = A6 exp(an6λ6Vy)D(Vy−VBL) (3.41)

and

A1 = IS1 exp(an1(η1VBn−VTo1)) (3.42)

A2 = IS2 exp(an2(η2VBn−VTo2)) (3.43)

A3 = IS3 exp(an3(−η3VBp +VDD(1+λ3 +η3)−|VTo3|)) (3.44)

A4 = IS4 exp(an4(−η4VBp +VDD(1+λ4 +η4)−|VTo4|)) (3.45)

A5 = IS5 exp(an5(η5VBn +(1+λ5)VDD−VTo5)) (3.46)

A6 = IS6 exp(an6(η6VBn− (1+η6 +λ6)VBL +VDD−VTo6)) (3.47)

where ISi=(Wi/Li)ISoi, for i= 1,2,..,6. The conventional WSNM [69] is defined as the
width of the smallest embedded square between the curves H1 and H2 as illustrated in
Fig. 3.10(a). The square width value can be found once we achieve an analytical solution
for the coinciding point (P0) between H1 and H2 (see Fig. 3.10(b)) as a function of the
transistors parameters, since, according to [70], the DC noise voltage can be modeled on
the transistors threshold voltages. The analytical solution of the coinciding point is a mod-
eling challenge and some approximations must be made in Eqs. (3.34) and (3.35) around
the initial conditions of the write operation thereby reducing the problem complexity.

VDD VDD
VBL=VDD VBL=VDD-∆VBL

VWL=VDDVWL=VDD

VBn VBn

VBpVBp

I4

I1 I2

I3

I6I5

M1 M2

M3 M4

M5 M6
Vx≈0 V Vy≈VDD

Figure 3.9: 6T-SRAM cell circuit during the write operation.

Accordingly, by considering that the cell retains Vx=0V and Vy=VDD before starting the
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Figure 3.10: Conventional write static noise margin: (a) smallest embedded square (b)
coinciding point.

write operation, current I3 can be neglected, and as long as ∆BL is slightly higher than
4UT [71], the current through M6 dominates the one through M2, such that I2 can also be
neglected. In addition, the factors D(VDD−Vx) and D(Vy−VBL) in Eqs. (3.40) and (3.41),
respectively, assume values close to 1. Therefore, using the proposed approximations and
rearranging Eqs. (3.34) and (3.35), we obtain

Vy =
1

an1

[
log
(

A5

A1(1− exp(−aVx))

)
−a0Vx

]
(3.48)

Vx =
1

an4

[
log
(

A4(1− exp(−aVDD +aVy))

A6

)
−a1Vy

]
(3.49)

where

a0 = an1λ1 +an5(1+η5 +λ5) (3.50)

a1 = an4λ4 +an6λ6 . (3.51)

The behavior of Eqs. (3.48) and (3.49) are shown in Fig. 3.11 which also includes simu-
lation results. It should be observed that the analytical curves are in close agreement with
the simulated ones around the region of interest, in which Vx and Vy have low and high
voltage values, respectively. Furthermore, Eq. (3.48) can be simplified around P0 as

Vy =
1

an1

[
log
(

A5

A1

)
−a0Vx

]
. (3.52)

Now, assuming that P0 lies on the unity-gain point of H2 (P2), we observe that the coordi-
nates x0 and y0 (see Fig 3.10(b)) can be obtained by equaling the derivative of Eq. (3.49)
to -1, yielding

x0 =
1

an4

[
log
(

A4

A6

)
+ log

(
n4

n4 +1

)
−a1VDD

]
(3.53)

y0 =VDD−UT log(1+n4) . (3.54)
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Finally, substituting Eqs. (3.53) and (3.54) into (3.52), we obtain the condition for the
coinciding point as a function of the transistor parameters and the supply voltage as

1
a0

[
log
(

A5

A1

)
−an1VDD +

an1

a
log(1+n4)

]
=

1
an4

[
a1VDD− log

(
A4

A6

)
− log

(
n4

1+n4

)]
.

(3.55)

The WSNM can be quickly formulated from Eq. (3.55) by modeling the DC noise margin
on the threshold voltages [70] of transistors M1 and M4 as “VTo1−WSNM” and “|VTo4|−WSNM”,
respectively. Therefore, the final expression for the WSNM gives

WSNM = (a0 +an1)
−1
[

log
(

A5

A1

)
+

a0

an4
log
(

A6

A4

)
− a0

an4
log
(

n4

n4 +1

)
+

an1

a
log(n4 +1)−VDD

(
an1−

a0a1

an4

)]
.

(3.56)
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Figure 3.11: Behavior of the analytical equations presented in Eqs. (3.48), (3.49) and
(3.52) compared with simulation results of the voltage transfer curves H1 and H2.

3.3.2 Dependency on Supply and Bit-line Voltages

Fig. 3.12 shows the WSNM as a function of the supply voltage for various ∆VBL values.
The analytical curves are in close agreement with the simulated ones. However, it can be
observed that the model slightly underestimates the results obtained by simulation, owing
to the fact that we approximated Eq. (3.48) as (3.52).
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Figure 3.12: WSNM as a function of the supply voltage.

3.3.3 Dependency on 6T-SRAM Sizing

The design of SRAM cells requires a balance between write and read static noise margins.
The influences of transistor dimensions on these margins can be appreciated more clearly
by considering the ideal case in which all transistors have the same slope factor n, and
that DIBL and body bias effects are negligible, so that Eq. (3.56) can be approximated as

WSNM =
∆VBL−VDD

2
+

VTo1 + |VTo4|−VTo5−VTo6

2

+
nUT

2

[
log
(

ISo6ISo5

ISo4ISo1

)
+

log(n+1)
n

+ log
(

n+1
n

)]
+

nUT

2
log
(

W6/L6

W4/L4

W5/L5

W1/L1

) (3.57)

and the RSNM of Eq. (3.24) as

RSNM =
3VDD

4
− VWL

2
+

2VTo5−2VTo1 +VTo2−|VTo4|
4

+
nUT

2

[
log
(

ISo1

ISo5

√
ISo4

ISo2

)
− (n+2) log(2)

2

]
+

nUT

2
log

(
W1/L1

W5/L5

√
W4/L4

W2/L2

) (3.58)
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which show the noise margins dependency on voltage between bit-lines (∆VBL), supply
voltage, transistor aspect ratios and transistor parameters VTo, ISo and n. Moreover, by as-
suming symmetry (Mpd=M1=M2, Mpu=M3=M4 and Mat=M5=M6), Eqs. (3.57) and (3.58)
can be rewritten as

WSNM = Aw log(Γ )+Bw (3.59)

RSNM = Ar log
(

1√
Γ

)
+Br =−

Ar

2
log(Γ )+Br (3.60)

where

Γ =
r2

at
rpurpd

=
W 2

at
WpuWpd

LpuLpd

L2
at

(3.61)

in which rat , rpu and rpd are the aspect ratios of the access, pull-up and pull-down tran-
sistors, respectively, and Aw, Ar, Bw and Br are parameters that have low dependency on
sizing. The parameter Γ includes information about the 6T-SRAM design parameters,
such as the cell ratio rpd/rat [14], and the pull-up ratio rpu/rat [46]. Fig. 3.13 presents the
WSNM and RSNM as functions of Γ . This result confirms the opposite “log(Γ )” depen-
dency observed in Eqs. (3.59) and (3.60). For instance, in the simulation result shown
in Fig. 3.13, if we consider Γ slightly larger than 1, it is possible to provide positives
margins in both read and write operations, simultaneously.
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Figure 3.13: Static noise margins as a function of parameter Γ .

3.3.4 Dependency on Temperature

Fig. 3.14 shows the behavior of WSNM along a temperature range from -40 to 120 ◦C,
for VDD = 0.20 V and VDD = 0.35 V. As expected, the WSNM increases linearly due to
the fact that the thermal voltage UT (see Eq. (3.57)) is linearly related to temperature.
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Figure 3.14: WSNM as a function of temperature.

3.3.5 WSNM Distribution

Assuming that threshold voltages are independent random variables, the mean and the
standard deviation of WSNM can be estimated, respectively, as

µWSNM = WSNM+
6

∑
i=1

(
1
2

∂WSNM2

∂V 2
Toi

)
σ2

VToi
(3.62)

σWSNM =

√√√√ 6

∑
i=1

(
∂WSNM

∂VToi
σVToi

)2

(3.63)

which, considering linear dependency on threshold voltages, yield

µWSNM = WSNM (3.64)

σWSNM =

√
n2

5σ2
VTo1

+n2
oσ2

VTo4
+n2

1σ2
VTo5

+(n2
0n2

4/n2
6)σ

2
VTo6

n0 +n5
(3.65)

where n0 = n1η5 + n1λ5 + n5λ1 + n1, σVToi = AVToi/
√

(WiLi), for i= 1,2,..,6, and AVToi is
a technology dependent parameter. Fig. 3.15 presents distributions produced by Monte
Carlo simulations of WSNM at supply voltages VDD = 0.25 V and VDD = 0.40 V. As can
be observed, the simulation results are in close agreement with the analytical Gaussian
distributions predicted by Eqs. (3.64) and (3.65). In fact, the relative errors (simulation-
analytical)/simulation of the mean and standard deviation are, in the worst-cases, 3.84%
and 0.75%, respectively.
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Figure 3.15: WSNM Monte Carlo (1000 samples) simulation results compared with the
analytical probability distribution of Eqs. (3.64) and (3.65).

3.3.6 Proposed Model for High Yield SRAM

An analytical model to predict the worst-case of HSNM including global and local process
variations was reported in [45]. Such approach can be extended to estimate the worst-
cases of write and read static noise margins, that is,

WSNMWC =µ{WSNMSF}−Nσ{WSNMSF} (3.66)

RSNMWC =µ{RSNMFS}−Nσ{RSNMFS} (3.67)

respectively, where FS and SF denote the N-Fast-P-Slow and N-Slow-P-Fast corners, re-
spectively, and N is a positive number that defines a confidence interval for local mismatch
variations. The WSNM distribution presented in Eqs. (3.64) and (3.65) can be used to es-
timate Eq. (3.66), and the RSNM distribution reported in [20] to estimate Eq. (3.67). In
addition, to control the stability balance, we define the worst-case SNM (SNMWC) as the
minimum value between WSNMWC and RSNMWC of Eqs. (3.66) and (3.67), respectively.

3.3.6.1 Cell Sizing Aided by the Proposed Model

A sizing exploration for the 6T-SRAM cell was carried out in a 28 nm FD-SOI CMOS
process and validated through HSPICE simulations. The single-p-well (SPW) structure
[72] of Fig. 3.16 was used to implement the cell, owing to the fact that N-RVT and
P-LVT share the same well, and hence body biasing techniques can be employed to com-
pensate for the usually imbalance between N-type and P-type devices. The rectangular-
diffusion cell [73] cell was chosen to implement the 6T-SRAM. The transistors were de-
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Figure 3.16: SPW structure in 28 nm FD-SOI CMOS process.
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Figure 3.17: Proposed layout for the 6T-SRAM cell.

signed with the same width (Wpu=Wpd=Wat=Wx), the same pull-up and pull-down lengths
(Lpu=Lpd=Lx) and minimum access length (Lat=Lmin= 30 nm), as depicted in the pro-
posed layout of Fig. 3.17. In this case, Γ =L2

x/L2
min, so that by varying Γ through Lx, we

can explore an optimal balance between WSNM and RSNM, since as mentioned before,
Eqs. (3.59) and (3.60) have opposite behaviors with respect to Γ . As long as our objective
is to develop a high yield cell design, the influence of Wx on local mismatch variations
must also be considered. Therefore, Fig. 3.18 shows level curves of WSNMWC, RSNMWC

and SNMWC as functions of the dimensions Lx and Wx under the following simulation
conditions: VDD= 0.4 V, VBn=VBp=0 V, ∆VBL=0.8VDD in write mode and VWL=0.8VDD in
read mode. The simulated results were obtained from the worst-cases of 500 Monte Carlo
runs for a set of 42 points of (Lx,Wx), spending a total time of 8750 seconds, whereas
the predicted ones obtained from Eqs. (3.66) and (3.67) take 10.73 seconds for a set of
143 points of (Lx,Wx). As expected, by increasing Lx we increase WSNM and decrease
RSNM, both with logarithmic dependency. On the other hand, by increasing Wx we can
improve the worst-case of both margins, and it is more noticeable for RSNM. A high-
yield 6T-SRAM design having approximately 10 mV on the worst-case of both read and

35



80

100

120

140

160

180

200

80

100

120

140

160

180

200

30 40 50 60 70 80
80

100

120

140

160

180

200

30 40 50 60 70 80

−
60

−
60

−
50

−
50

−
40

−
40

−
30

−
30

−
20

−
20

−
10

−
10

0
0

10
10

20
20

30
30

40
40

−
60

−
60

−
40

−
40

−
20

−
20

0
0

20
20

40
40

0
10

10

20

20

20

30

30

40

50

−5
05

510

10
15

15
20

20

20

25

25

30

3540

−
60

−
60

−
50

−
50

−
40

−
40

−
30

−
30

−
20

−
20

−
10

−
10 0

0
0

10

10

10

20 −
60

−
60

−
50

−
50

−
40

−
40

−
30

−
30

−
20

−
20

−
10

−
10

0
0 0

10

10

20

Analytical WSNMWC
W

x
(n

m
)

Simulated WSNMWC

Analytical RSNMWC

W
x

(n
m

)

Simulated RSNMWC

Analytical SNMWC

•
Design
point

Lx (nm)

W
x

(n
m

)

Simulated SNMWC

•
Design
point

Lx (nm)

Figure 3.18: Simulation and analytical results for the worst-case static noise margins.

write static noise margins can be obtained by choosing a design point of Lx= 60 nm and
Wx= 120 nm, as shown in Fig. 3.18. Fig. 3.19 shows voltage transfer curves produced by
Monte Carlo simulation for the obtained design point, in both write and read operation
modes. As can be observed, the SNMs are positive under global and local variability for
500 simulated samples, which is in agreement with Fig. 3.18.

Typically, for traditional 6T-SRAM design, a cell ratio (rpd/rat) higher than 1.2 is
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Figure 3.19: Monte Carlo simulations, including global and local variability, for the volt-
age transfer curves: (a) write operation; (b) read operation.

required to provide a correct read operation, and a pull-up ratio (rpu/rat) lower than 1.8
is needed to maintain proper write-ability [47]. The proposed design point dimensions
(Lx= 60 nm and Wx= 120 nm) produces values of 0.5 for both ratios, which as indicated in
[47], is correct for write operation only. However, the reduction of the word-line voltage
(VWL) to 0.8VDD, in read operation, reduces the access transistor specific gain with respect
to the pull-down transistor, thereby increasing the effective cell ratio as well as the RSNM
(see Eq. (3.58)). Hence, considering that the voltage Vx stores “0” in read operation, the
effective cell ratio can be estimated by

β ≈ (W1/L1)ISo1 exp(an1VDD)

(W5/L5)ISo5 exp(an5VWL)
(3.68)

which yields β= 2.29 when VWL= 0.8VDD and VDD= 0.4 V for the proposed design point.
This reduction of the word-line voltage level is one of the read-assist approaches to im-
prove the read margin of 6T-SRAMs [74, 75].

3.4 Summary

An analytical model for HSNM that includes DIBL and body biasing effects was proposed
in Section 3.1, improving the model for nanometer technologies compared with preview
models on the literature. In Section 3.3, we developed an analytical expression for the
WSNM at sub-threshold operation. By taking advantage of this model, we proposed an
alternative 6T-SRAM design parameter Γ , whose role is to control the well-known trade-
off between read and write cell margins. By relating Γ to pull-up and pull-down transistor
lengths (Lx), and considering the influences of the widths (Wx) on SNM, we carried out a
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non-traditional cell sizing implemented in 28 nm FD-SOI CMOS process (see Fig 3.18).
The SPW structure combined with reverse body-biasing (VBB=VBn=VBp=0) technique al-
lowed design points that have the same lengths on pull-up and pull-down transistors,
since P-type transistors with higher specific current are obtained. The implemented Mat-
lab function used to estimate HSNM, RSNM and WSNM of the SRAM cell is presented
in Appendix A.2.
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Chapter 4

Low-Power SRAM Cache Design
Approach

Energy per operation consumption and cell stability are the major performance metrics
that must be improved in SRAM cache designs [76]. However, it is not obvious to opti-
mize these metrics simultaneously, since high-cost Monte Carlo simulations are required
for every dimensioned design. Hence analytical models to estimate energy, stability, and
yield are very useful, in reducing the design time and providing initial transistor sizing.
This chapter presents a complete analytical modeling of the SRAM cache, such as the
bit-line and word-line capacitances, maximum frequency of operation, static leakage, ac-
cess transistor leakage and static and dynamic energies. By taking advantage of these
models and the ones presented in Chapter 3 for the noise margins, we explore both cell
transistor dimensions and cache architecture to design an energy-efficient SRAM cache,
without losing focus on stability and speed. As a result of this design exploration, we
concluded that efficient solutions in terms of energy consumption and static noise mar-
gins can be achieved by dimensioning the simple RD cell [73] through the sizing proposed
in Section 3.3.6.1, since by increasing Lx we also reduce the leakage currents of pull-up
and pull-down transistors. Hence as we show in this chapter, a reduction of at least 62%
on the static leakage can be obtained in view of the fact that pull-up and pull-down leak-
ages become negligible in comparison with the access transistor leakage. Nevertheless, as
mentioned in Section 3.3.6.1, the transistor widths (Wx) were also included on the sizing
exploration since these have strong influence on both static noise margin and operation
frequency of the SRAM cache.

4.1 Cache Architecture Discussion

Many works have analyzed the minimum energy point (MEP) and demonstrated that it is
achieved at sub/near-threshold operation [77, 78]. Nevertheless, these approaches follow
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the traditional SRAM practice, whose architecture has more rows than columns [79].
Recently it has been demonstrated that the optimum energy consumption at low supply
voltage operation is not achieved at the maximum number of rows [80] (see Fig. 4.1),
because at low supply voltages the static energy achieves similar order than that of the
dynamic one. Currently, low-power SRAMs [42] use the general architecture depicted
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Figure 4.1: Optimal numbers of rows versus supply voltage for energy-efficient SRAM
arrays in 65 nm CMOS process technology [80].

in Fig. 4.2, where Mb and Nb are the numbers of rows and columns, respectively, of the
SRAM block sub-array. Then this blocks are organized in a main array of size ix x jx. In
[42], for instance, a 128 kb SRAM is formed by Mb= 32, Nb= 64, ix= 16 and jx= 4.
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Figure 4.2: MxN SRAM arquitecture divided in sub-arrays of MbxNb bit-cells.
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4.2 Bit-Line and Word-Line Capacitances

Two major capacitances that have strong influence on the SRAM power consumption are
the bit-line and the word-line capacitances. The bit-line capacitance is mainly determined
by the total junction capacitance of the access transistor connected to the column of the
SRAM array. As can be seen in Fig. 4.3(a), the junction capacitance (C j) can be assumed
linearly dependent on the access transistor width. On the other hand, the word-line capaci-
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Figure 4.3: Extracted capacitances for a N-type transistor on 28 nm FDSOI CMOS pro-
cess: (a) junction capacitance (b) gate capacitance.

tance is mainly composed by the total gate capacitance of the access transistors connected
to one row of the SRAM array. As shown in Fig. 4.3(b), the total gate capacitance (Cg)
can be modeled by a second-order polynomial which is a function of the gate area WL.

4.3 Static Leakage Current

One of the major causes for SRAM static power dissipation is the leakage current of the
cells that are not being used and are only retaining the logic information, as shown in
Fig. 4.4. Therefore, as analyzed in [81], the leakage current of the 6T-SRAM cell can
be estimated by adding the sub-threshold leakage currents of transistors M1, M4 and M6.
Hence we can derive the total leakage current of the SRAM array (M rows and N columns)
as

ILeak =
M×N

∑
m=1

(I1,m + I4,m + I6,m) (4.1)

where
Ik,m = ISok

Wk

Lk
exp
(−VTok

nkUT

)
exp
(

λkVDD

nkUT

)[
1− exp

(−VDD

UT

)]
, (4.2)

k is the transistor number of the 6T-SRAM cell, for k = 1,4,6, and m is the cell number
of the SRAM array, for m= 1,...,M×N. According to [11], the mismatch variations of
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Figure 4.4: 6T-SRAM cell circuit during hold operation.

Ik,m are given by a log-normal distribution, which only considers the threshold voltage
variations, and their expected value and variance can be derived, respectively, as

µk,m = Ik,m exp

(
σ2

VTok

2n2
kU2

T

)
(4.3)

σ2
k,m = I2

k,m

[
exp

(
σ2

VTok

n2
kU2

T

)
−1

]
exp

(
σ2

VTok

n2
kU2

T

)
(4.4)

where, σVTok is the standard deviation of the threshold voltage of transistor Mk, for k= 1,4,6.
By taking advantage of the large number of memory cells (M×N) on the array, and con-
sidering that the transistor variations are independent, we can use the central limit theorem
to estimate the mean and variance of the SRAM cache leakage current as

µLeak =
M·N
∑

m=1
(µ1,m +µ4,m +µ6,m) (4.5)

σ2
Leak =

M·N
∑

m=1
(σ2

1,m +σ2
4,m +σ2

6,m) (4.6)

The leakage simulation results compared with the predicted ones by Eqs. (4.5) and (4.6)
are shown in Table 4.1, which result confirms that by only considering the threshold
voltage variation effects, it is possible to obtain a good estimative of the static leakage
current.

Table 4.1: Static leakage current at VDD= 0.3 V of a 2 kb SRAM sub-array (32 rows and
64 columns) formed by the cell designed in Section 3.3.6.1.

Monte Carlo (100 samples) Predicted by Eqs. (4.5) and (4.6)

µLeak 190.7 nA 152.9 nA
σLeak 2.93 nA 2.13 nA
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4.4 Access Transistor Leakage

When a bit-cell is being read, there is a large number of other cells isolated by their access
transistors on the bit-line. The leakage currents of these transistors must be low enough
to provide a correct read operation. As depicted in Fig. 4.5, the worst-case is achieved
when the SA tries to read a bit-cell that stores “0” (“1”) and all other cells in the column
are storing “1” (“0”) [13]. In this case, the leakage currents on the other side of the bit-
line wrongly discharge the bit-line capacitance, and hence the input difference being read
by the sense amplifier is deteriorated. Therefore, the total leakage current of M-1 access
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VDDVDD
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VDD
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+

−

Figure 4.5: Access transistor leakage currents from adjacent bit-cells on the same column
reduces the effective read current [13].

transistors connected on the same bit-line is given by

ILeak,AT =
M−1

∑
m=1

I6,m (4.7)

and the read current as
IRead = I6,m exp

(
VDD

n6UT

)
. (4.8)

Since M-1 is usually a large number of cells, we apply the central limit theorem, and
hence, the expected value and variance of the total access transistor leakages, respectively,
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can be estimated by

µLeak,AT = (M−1) · I6,m exp

(
σ2

VTo6

2n2
6U2

T

)
(4.9)

σ2
Leak,AT = (M−1) · I2

6,m

[
exp

(
σ2

VTo6

n2
6U2

T

)
−1

]
· exp

(
σ2

VTo6

n2
6U2

T

)
. (4.10)

On the other hand, a good estimate of the minimum read current under mismatch varia-
tions on the threshold voltage can be obtained by evaluating Eq. (4.8) at the 3σ worst-case,
that is

IRead,min = I6,m exp
(

VDD

n6UT

)
exp
(−3σVTo6

n6UT

)
. (4.11)

Table 4.2 shows the simulation results of µLeak,AT , σLeak,AT and IRead,min compared with
their respective predictions in Eqs. (4.9), (4.10) and (4.11). As can be observed, by using
VDD higher than 0.35 V, we can obtain a minimum read current that is approximately 10
times higher than that of the mean value of leakage current, so that providing a correct
read operation in the worst case of process variability. Accordingly, we define the current
ratio between the access transistor leakage and read current as

RAT vsRead =
IRead,min

µLeak,AT
(4.12)

Table 4.2: Simulated versus analytical results for the access transistor leakage and min-
imum read currents. The bit-line has M = 8×32, which is formed by 8 stacked SRAM
sub-arrays.

VDD (V) µLeak,AT (nA) σLeak,AT (pA) IRead,min (nA) RAT vsRead

Monte Carlo 0.30 19.67 845 56.83 2.88
Simulation 0.35 22.32 958 233.7 10.47

(100 samples) 0.40 23.13 1080 835.1 36.13

Predicted by 0.30 18.74 752 43.45 2.32
Eqs. (4.9), 0.35 22.07 887 204.7 9.27

(4.10) and (4.11) 0.40 26.00 1045 964.1 37.10

4.5 Minimum Cycle Time of SRAM Operation

According to [82], the minimum cycle time of the SRAM can be estimated as

T = max(TRead,TWrite) (4.13)
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where TRead and TWrite are the required time to complete the read and write operations,
respectively. Since the write operation time can be controlled by the transistor widths of

SE

PC

WL

BL
BL

Pre-charge
VDD

Time

VOS

TRead
TSAEN

TSE

TPC

Figure 4.6: Read operation timing diagram [13].

write driver, we considered that the read operation determines the critical time. There-
fore, as depicted in the timing diagram of Fig. 4.6, the required time to execute the read
operation can be approximated by

TRead = TSAEN +max(TPC,TSE) (4.14)

TSAEN =
CBLVOS

IRead
(4.15)

where TSAEN is the time to enable the sense amplifier, TPC is the pre-charging time, TSE

is the sense amplifier (SA) delay, VOS is the maximum input offset of the SA, CBL the
bit-line capacitance and IRead is the read current of Eq. (4.8).

4.6 Energy per Operation Modeling of SRAM Cache

The energy per operation consumption of the SRAM cache can be separated into dynamic
and static components. Basically, the dynamic energy is determined by the capacitance
switching on the read and write operations, and the static one by the sub-threshold leakage
currents of the cells [80, 82]. Therefore, the SRAM total energy per operation can be
expressed as

ET = ES +ED (4.16)

where ET, ES and ED denote the total, static and dynamic energies per operation, respec-
tively. The static energy of SRAM array is given by

ES =VDDILeakT (4.17)
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where ILeak is the leakage current of Eq. (4.1) and T is the SRAM operation period of
Eq. (4.13). On the other hand, the dynamic energy can be expressed as

ED = PReadERead +PWriteEWrite (4.18)

ERead =CWL,rV 2
WL,read +CBL,rV 2

DD (4.19)

EWrite =CWL,wV 2
WL,write +CBL,wV 2

DD (4.20)

where PRead and PWrite are the probabilities of read and write operations, respectively,
CWL,r and CWL,w are the effective word-line capacitances of read and write operations,
respectively, CBL,r and CBL,w are the effective bit-line capacitances of read and write oper-
ations, respectively, and VWL,read and VWL,write are the word-line voltages of read and write
operations, respectively. The implemented Matlab function used to estimate the energy
consumption of the SRAM cache is presented in Appendix A.1.

4.7 Performance Modeling of SRAM Cache

In order to simplify the energy analysis of the SRAM array and compare it with other
works, we choose an architecture of 128 kb formed by Mb= 32, Nb= 64, ix= 16 and
jx= 4 (see Fig. 4.2). In this case, we can approximate the capacitances of Eq. (4.18) as
CWL,r=CWL,w=(2×Nb)CG (two access transistors per cell) and CBL,r=CBL,w=(16×Mb)C j,
and assume the same probabilities for read and write operations, that is, Pread=Pwrite= 0.5.
Fig. 4.7 shows level curves of static and dynamic energies from Eqs. (4.17) and (4.18),
respectively, by using the sizing proposed in Section 3.3.6.1 for the RD cell in Fig. 3.17.
As can be observed in Fig. 4.7(a), when pull-up and pull-down transistor lengths (Lx)
are increased, the static energy is reduced in view of the fact that the leakage currents
given by Eq. (4.2) are also reduced. As indicated in Fig. 4.7(b), the dynamic energy only
depends on Wx, since capacitances CG and C j of the access transistors are determined by
Wx. Therefore, as can be seen in Fig. 4.8, efficient values for the RD cell can be achieved
by considering Lx= 60 nm and Wx= 120 nm, resulting in a total energy per operation of
897.3 pJ/word-access at VDD= 0.42 V.

It is important to note that in Figs. 4.7 and 4.8 the cycle time T is not fixed, which was
determined by the worst case regarding the read operation time presented in Eq. (4.14).
Fig. 4.9(a) shows level curves of the operation frequency (inverse of the cycle time). This
frequency is mainly determined by the bit-line discharging in read operation, which is pro-
portional to the access transistor ratio Wx/Lmin through the read current (see Eq. (4.14)).
On the other hand, the worst-case static noise margin of Fig. 4.9(b), discussed in detail
on Section 3.3.6, yields 3.2 mV at VDD= 0.42 V, for which global and local variations of
the manufacturing process was considered. Once we fixed the transistor dimensions of
the RD cell at Lx= 60 nm and Wx= 120 nm, another important analysis can be made by
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Figure 4.7: Sizing exploration produced by our analytical models for a 128 kb SRAM
cache formed by the RD cell (see Fig. 3.17) at VDD= 0.42 V and VBB=0 V: (a) static
energy (pJ/word-access); (b) dynamic energy (pJ/word-access).

varying the supply voltage. Fig. 4.10 shows SNM, energy, frequency of operation and
the ratio RAT vsRead (see Eq. (4.12)) as a function of the supply voltage. As also shown
before in Fig. 4.9(b), positive values of SNM can be obtained at VDD= 420 mV. How-
ever, as can be seen in Fig. 4.10, a minimum energy point (MEP) [78] of 0.738 pJ/word
is achieved at approximately VDD= 450 mV, with SNM= 10 mV, frequency= 23.17 MHz
and RAT vsRead= 18.05 A/A. Table 4.3 shows the performance obtained by our analytical
modeling compared with both schematic circuit simulations and other works reported in
literature for the same 28 nm FD-SOI CMOS technology. At first appearance, the energy

Table 4.3: Performance comparison of our analytical modeling with both schematic sim-
ulation results and other works reported in literature.

Parameter This work Literature
Analytical Simulation [42] [43]

Supply voltage (V) 0.45 0.45 0.45 0.35
Total energy (pJ/word-access) 0.738 0.725 3.360 4.600
Frequency (MHz) 23 23 40 10

per operation seems extremely lower than those of the other works, especially compared
with [42], which used the same architecture formed by Mb= 32, Nb= 64, ix= 16 and jx= 4.
However, since the proposed sizing uses the lengths of pull-up and pull-down transis-
tors (Lx) as one of their variables, the currents I1 and I4 of Eq. (4.1) can be considerably
reduced when Lx is increased, achieving improved results in terms of static energy con-
sumption as seen in Fig. 4.7(a). This energy reduction also shows the importance of the
proposed design parameter Γ introduced in Section 3.3.6.1, since as shown in Fig. 4.11, it
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Figure 4.8: Sizing exploration of the total energy (pJ/word-access) produced by our
analytical models for a 128 kb SRAM cache formed by the RD cell of Fig. 3.17 at
VDD= 0.42 V and VBB= 0 V.

controls the balance between WSNM and RSNM, and reduces the static energy by 62%.
Then a reduction of 37% can achieved for the total energy compared with the case in
which Lx=Lmin. Fig. 4.12(a) shows static leakage current simulation results for the tra-
ditional “thin-cell” [48] sizing, in which the pull-down and access transistor widths are
usually increased to improve the cell margins that enable the proper cell operation using
minimum lengths. The proposed sizing (see Fig. 4.12(b)) can reduce the leakage current
level by more than 62%. Therefore it is not surprising that the proposed design point
(Lx= 60 nm and Wx= 120 nm) can reduce the static energy by more than 70% in compar-
ison with what was reported in [42, 43]. Designs based on increasing transistor lengths
has been suggested as an efficient procedure for low power digital circuits [49].

In terms of speed, our approach ensures the correct operation at almost half the fre-
quency reported in [42]. Whereas in this analysis we consider that the bit-lines are dis-
charging completely in each cycle, and the operation frequency can be increased by de-
creasing VOS in the SA design (see Eq. (4.14)). In Chapter 5 the SA design is developed,
and in Chapter 6 final test simulations and performance of the SRAM cache are presented.
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4.8 Summary

In this chapter we presented a complete analytical model to assess the SRAM cache per-
formance. The major system metrics, such as the static and dynamic energies per opera-
tion, static noise margins, operation frequency and leakage currents were carefully mod-
eled. By taking advantage of these low computational cost models, we explored the per-
formance of a 128 kb SRAM cache implemented with the simple 6T rectangular-diffusion
(RD) cell. The proposed energy-efficient sizing of Section 3.3.6.1, in which the cell tran-
sistors are designed with the same width (Wpu=Wpd=Wat=Wx), the same pull-up and pull-
down lengths (Lpu=Lpd=Lx) and minimum access transistor length (Lat=Lmin= 30 nm), in
combination with the SPW structure at reverse-body-biasing (RBB) (VBB=VBn=VBp=0 V),
achieved a MEP of 0.738 pJ/word-access at VDD= 450 mV and operation frequency of
23 MHz. As shown in Table 4.3, our approach can reduce by 75% the energy per oper-
ation compared with [42], mainly for the reason that [42] uses the traditional “thin-cell”
[48], in which the leakage current increases by increasing transistor widths to adjust the
cell margins that enable the proper cell operation. Thus, as also currently suggested in
[49] for saving more that 50% of the energy in digital circuits, the increase of transistor
lengths considerably reduces the cell static leakage. However, this cannot be applied to
the access transistor since it must discharge higher bit-line capacitances, and for this rea-
son we proposed an energy-efficient sizing by using the aforementioned variables Lx and
Wx. The results presented in this chapter were not simulated with extracted components
(parasitic capacitances and resistances). In Section 6, on the other hand, we present the
final simulations that include all parasitic effects extracted from layout, so that we can
verify the properly operation of the SRAM under the manufacturing process variations.
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Chapter 5

Sense Amplifier

The bit-line capacitance is an important issue in low-power SRAMs. The design key
is to avoid large discharging time of these capacitances, which is usually required in
read operation. The discharging time can be decreased by reducing the SA input offset.
Therefore, the lower is the SA input offset, the lower are the energy consumption and
required time to complete the read operation [83]. In this chapter, we present analytical
models to estimate the sense amplifier input offset and yield for the latch type sense
amplifier (LTSA) topology operating at sub-threshold operation.

5.1 Input Offset

5.1.1 Bit-line Pre-charging Near the Metastability Voltage

Fig. 5.1 shows the 7T-LTSA circuit. During the read operation, once the signal SE is
activated, the sensor is instantaneously isolated from the bit-lines though their access
transistors (MAT,1 and MAT,2), and the footer transistor (Mn,3) is turned on. At this moment
the SA can be approximated as the latch circuit of Fig. 5.2(a). Consequently, the small
signal model of this circuit is shown in Fig. 5.2(b), in which Gm,1 and Gm,2 denote the
total transconductance of each cross-coupled inverter (Mn,1-Mp,1 and Mn,2-Mp,2), and C1

and C2 are the total capacitances of the outputs Vo,1 and Vo,2, respectively. It is important
to note that capacitances C1 and C2 do not include the bit-line capacitances, since as
mentioned before, SA is disconnected from the bit-line when enabled. According to what
is reported in [29, 50] the latch input offset can be derived as

VOS = α
(

Vo,2
∣∣
t=0−VS,2

)
− Vo,1

∣∣
t=0 +VS,1 (5.1)

α =

√
Gm,2

Gm,1

C2

C1
(5.2)

where VS,1 and VS,2 are the metastability voltages.
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Figure 5.1: 7T latch type sense amplifier (LTSA) circuit.
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Figure 5.2: Simplified latch-type sense amplifier: (a) schematic circuit; (b) small-signal
model.

As long as the analysis is made in sub-threshold region, the transconductance over
drain current ratio (Gm/ID) of transistors can be approximated by 1/(n̄UT ) [84]. There-
fore, the total transconductance of the cross-coupled inverters can be written as

Gm,1 ≈
I1

n̄UT
=

1
n̄UT

[
βp,1 exp

(
VDD−Vo,1

n̄UT

)
+βn,1 exp

(
Vo,1

n̄UT

)]
(5.3)

Gm,2 ≈
I2

n̄UT
=

1
n̄UT

[
βp,2 exp

(
VDD−Vo,2

n̄UT

)
+βn,2 exp

(
Vo,2

n̄UT

)]
(5.4)

where

βn,i = Ison,i exp
(−VTon,i +ηnVBn

nn,iUT

)
(5.5)

βp,i = Isop,i exp
(−|VTop,i|+ηp(VDD−VBp)

np,iUT

)
(5.6)
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for i= 1,2. Furthermore, we can derive the effective values of Eqs. (5.3) and (5.4) regard-
ing the input voltage range from 0 to VDD, respectively, as

Gm,1 =
1

VDD

∫ VDD

0
Gm,1(Vo,1)dVo,1 =

(βp,1 +βn,1)
[
exp
(

VDD
n̄UT

)
−1
]

VDD
(5.7)

Gm,2 =
1

VDD

∫ VDD

0
Gm,2(Vo,2)dVo,2 =

(βp,2 +βn,2)
[
exp
(

VDD
n̄UT

)
−1
]

VDD
. (5.8)

On the other hand, as illustrated in Fig. 5.3, we propose to approximate the metastability
point by the intersection of the tangent curves of the VTC centers VOFF,1 and VOFF,2 (see
Eq. (3.3)), which follow the definition in Eq. (3.4). Then the approximated metastability
voltages can be expressed as

VS,1 =
A2

VVOFF,1−AVVOFF,2 +(VDD/2)(AV −1)
A2

V −1
(5.9)

VS,2 =
A2

VVOFF,2−AVVOFF,1 +(VDD/2)(AV −1)
A2

V −1
(5.10)

where

AV =

∣∣∣∣∣∆Vo

∆Vi

∣∣∣∣
Vi=VOFF

∣∣∣∣∣=
λ̄ +

n̄

exp
(

VDD
2UT

)
−1

−1

(5.11)

is the small-signal gain of the inverters at their centers. The simulation results of the
metastability voltage as a function of supply voltage compared with the one predicted by
Eq. (5.9) is shown in Fig. 5.4. In Fig. 5.5 the simulated small-signal gain Av is compared
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Figure 5.3: Graphical illustration of the metastability point approximation.

to the analytical of Eq. (5.11) for an inverter implemented in 28 nm FD-SOI CMOS.
Observe that Av can be approximated by 1/λ̄ at supply voltages higher than 250 mV, and
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Figure 5.4: Meta-stable state simulation results as a function of supply voltage compared
with the predicted ones by Eq. (5.9).

hence the resulting metastability voltages become

VS,1 =
VDD

2
(λ̄ +1)+

n̄UT

2
log
(

βp,1

βn,1

)
− λ̄

n̄UT

2
log
(

βp,2

βn,2

)
(5.12)

VS,2 =
VDD

2
(λ̄ +1)+

n̄UT

2
log
(

βp,2

βn,2

)
− λ̄

n̄UT

2
log
(

βp,1

βn,1

)
. (5.13)

Note that in the ideal case where there is no DIBL effect (λ̄=0) and the inverters are
compensated (βp=βn), the metastability center will be at half the supply voltage.

Now, considering that the initial values of Vo,1 and Vo,2 in Eq. (5.1) are equal to VDC,
and substituting Eqs. (5.7), (5.8), (5.12), and (5.13) into (5.1), we can estimate the SA
input offset at sub-threshold operation as

VOS =

√
C2

C1

√
βn,2 +βp,2

βn,1 +βp,1
(VDC−VS,2)−VDC +VS,1 (5.14)

Eq. (5.14) is valid when the four transistors of the latch are operating in the saturation
region. This condition is not true when VDC assumes initial values near of VDD or 0, since
P-type and N-type transistors operate in linear region.

As we have been proposing in this document, we are interested in developing statis-
tical equations in order to obtain approximated worst-case values of performance param-
eters at a low computational cost. Therefore, we can derive the mismatch variations of
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Figure 5.5: Maximum small-signal gain of the inverter circuit in 28 nm FD-SOI CMOS.

Eq. (5.14) by using the differential method as

∆VOS =
∂VOS

∂VTon1
∆VTon1 +

∂VOS

∂VTon2
∆VTon2 +

∂VOS

∂VTop1
∆VTop1 +

∂VOS

∂VTop2
∆VTop2 (5.15)

where the partial derivatives yield

∂VOS

∂VTon1
=

1
2
(
βnHos− λ̄ −1

)
(5.16)

∂VOS

∂VTon2
=−1

2
(
βnHos− λ̄ −1

)
(5.17)

∂VOS

∂VTop1
=

1
2
(
βpHos + λ̄ +1

)
(5.18)

∂VOS

∂VTop2
=−1

2
(
βpHos + λ̄ +1

)
(5.19)

where

Hos =

VDD
2 (1+ λ̄ )+ n̄UT

2 log
(

βp
βn

)
(1− λ̄ )−VDC

n̄UT (βn +βp)
. (5.20)

Now, by deriving Eq. (5.15) in terms of variances, and considering that the same type
transistors have equal standard deviation, we obtain

σ2
OS =

1
2
(
βnHos− λ̄ −1

)2 σ2
VTon

+
1
2
(
βpHos + λ̄ +1

)2 σ2
VTop

. (5.21)

Observe that the capacitances C1 and C2 were considered identical and without variability.
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5.1.1.1 Yield

According to [27], once we have the standard deviation of the input offset (σOS), the SA
yield (YieldSA) can be evaluated as

YieldSA(∆VIN) =
1
2

[
1+ erf

(
∆VIN

σOS
√

2

)]
(5.22)

where
erf(x) =

2√
π

∫ x

0
exp−y2

dy. (5.23)

Fig. 5.6 shows the yield results predicted by using Eqs. (5.21) and (5.22) compared with
simulations of the 7T-LTSA, by varying the differential input voltage for various initial
values at the output (0.35VDD, 0.50VDD and 0.75VDD). The supply voltage was set to 300
mV to ensure sub-threshold operation. The results show that the analytical models are in
close agreement with simulations, making the proposed model appropriate to predict the
SA input offset at a low computational cost.
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Figure 5.6: Analytical results compared with the ones obtained by 10.000 samples of
Monte Carlo simulations; VDD= 0.3 V, Wp= 120 nm, Wn= 80 nm and Lp=Ln= 30 nm.

5.1.2 Bit-lines Pre-charged at Supply Voltage

An analytical model for the input-offset estimation of the 7T-LTSA sense amplifier, when
the bit-lines are pre-charged to VDD, was reported in [28]. That model proposes the esti-
mation of the standard deviation as

σOS =

√
2σVTon

1−DCI−DIBL
(5.24)
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where DCI represents the differential charge injection produced by the access transistor
switching, and DIBL is the drain-induced barrier lowering effect. Fig. 5.7 shows the
yield simulation results compared with analytical ones from Eqs. (5.24) and (5.22), by
neglecting DCI effects. As can be observed, analytical and simulation results are in close
agreement. Observe that the simulated SA, which has dimensions Wp/Lp= 140/30 nm/nm,
Wn/Ln= 150/50 nm/nm and WAT /LAT = 120/30 nm/nm, can achieve a yield of 99% at
VIN= 50 mV. On the other hand, Fig. 5.8 shows Monte Carlo simulations of the SA tran-
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Figure 5.7: Analytical yield results compared with the ones obtained by 1000 sam-
ples of Monte Carlo simulation. Where VDD= 0.45 V, Wp/Lp= 140/30 nm/nm,
Wn/Ln= 150/50 nm/nm and WAT /LAT = 120/30 nm/nm.

sient behavior and, as can be observed, the obtained worst-case delay is 3.85 ns.

5.2 Summary

In this chapter analytical models to estimate input-offset and yield of the classical 7T-
LTSA at sub-threshold operation were presented. According to [29, 50], we contributed
mainly by simplifying the latch input-offset expression at sub-threshold operation (see
Eq. (5.14)), which allows the prediction of the SA yield. It is important to observe that
Eq. (5.14) loses the importance when there are no mismatch variations, since in that case
VOS is equal to zero. However, we are interested in its variability, and hence by differen-
tiating Eq. (5.14) we obtained (5.21), which predicts the VOS standard deviation.

Regarding the SRAM cache optimal frequency of 23 MHz and supply voltage of
450 mV obtained in Section 4, the simulated SA in Section 5.1.2 (Wp/Lp= 140/30 nm/nm,
Wn/Ln= 150/50 nm/nm and WAT /LAT = 120/30 nm/nm) provides a worst-case delay of
3.85 nS (see Fig. 5.8) at VDD= 450 mV, which is an acceptable result in view of the fact
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Figure 5.8: Monte Carlo simulation (200 samples) results, including global and local
variations, of the sense amplifier transient behavior.

that it is approximately 11 times faster than 1/(23 MHz). Moreover, the SA has a maxi-
mum input-offset of 50 mV with yield of 99% as seen in Fig. 5.7.
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Chapter 6

SRAM Layout and Simulations

6.1 SRAM Cache Layout

The performance of the SRAM array can be improved, in terms of speed and power con-
sumption, by shrinking the dimensions of their transistors since extrinsic and parasitic ca-
pacitances can be reduced. Nevertheless, these shrunk dimensions can degrade the noise
margins in view of the fact that minimum transistor dimensions have several issues, such
as small differences between devices and imperfections, due to the manufacturing pro-
cess variations [85]. In consequence, many works reported in literature propose different
layout topologies for the 6T-SRAM cell in nanometer nodes [19, 73, 85, 86].

6.1.1 Rectangular-Diffusion 6T-SRAM

A common topology for high-density SRAMs is the rectangular-diffusion (RD) [19], in
which both access and pull-down N-type transistors share a straight and long rectangular
shape. This reduces the fabrication process variability [73], thereby improving the SNM
and making the layout topology appropriate for low voltage operation. Fig. 6.1 shows the
implemented layout for the RD 6T-SRAM cell. This layout was designed with minimal
standard distance rules to minimize the wasted area between diffusions, poly-silicons,
metals, as other factors. In addition, the cell needs to be symmetric with respect to both
vertical and horizontal axis for two reasons: to reduce systematic variations [87] and
to connect the cell with others in any direction, hence allowing a high-density SRAM.
Therefore, the active area of the cell of Fig. 6.1, when it is used in a high-density array,
occupies 0.434 µm2 (348 nm x 1248 nm). Fig. 6.2(a) shows how the cell is connected
with other ones to produce a 32x64 sub-array of Fig. 6.2(b).
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area saving; (b) 32x64 (2 kb) sub-array block.
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6.1.2 7T Latch-Type Sense Amplifier

Fig. 6.3 shows the 7T sense amplifier layout, which is symmetric about vertical axis in
view of the fact that any small imbalance can produce undesirable parasitic resistances
and/or capacitances, and hence increasing both SA input offset and delay. Observe that
the layout width was implemented equal to the memory cell in order to arrange it at the
top of the SRAM column.

1248 nm

1454 nm

SE

BL SS SS BLNDD

P+ substrate contact

LVT area
RVT area

OUT OUTN

Figure 6.3: 7T latch-type sense amplifier layout.

6.1.3 Pre-charge and Write Drivers

The pre-charge and write driver circuits must be designed, respectively, to charge and
discharge the bit-line capacitance (CBL) in a desired lapse of time. In order to have a proper
operation under process variations, we imposed that this time must be 10 times faster than
the SRAM operation frequency, when SS process corner is used. The needed currents of
approximately 3.5 µA, at SS corner, were implemented by dimensioning the pre-charge
and write driver as shown in Figs. 6.4(a) and 6.4(b), respectively. Their implemented
layouts can be seen in Figs. 6.5 and 6.6. Observe that the layout widths are also equal to
that of the memory cell in order to arrange them at the bottom of the SRAM column.
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Figure 6.4: Schematic circuits of the pre-charge (a) and write driver (b).
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Figure 6.5: Pre-charge circuit layout.
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Figure 6.6: Write driver circuit layout.
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6.1.4 Layout Arrangement of the SRAM Cache

A 32 kb SRAM macro with 64 I/O word-access can be formed by stacking 16 sub-arrays
of 2 kb, 64 pre-charge circuits, 64 sense amplifiers and 64 write drivers, as shown in
Fig. 6.7. The dimensions of the total 32 kb SRAM macro are 0.194 mm and 0.080 mm
of height and width, respectively, occupying a chip area of 0.015 mm2. In this way, we
implement the 128 kb SRAM cache by using 4 macros of 32 kb.

Write 
drivers

Sense
amplifiers

Precharge
drivers

64 columns

32 kb SRAM sub-array512 rows

Figure 6.7: Layout arrangement of the 32 kb SRAM macro.
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6.2 Standby Mode Simulations

In view of the fact that the SRAM cache is not used all the time in active mode (read
and write operations), the standby is an essential mode of operation to save energy con-
sumption since the static leakage can be reduced. Fig. 6.8 shows the simulation results
of the 128 kb SRAM leakage current as a function of the supply voltage. Observe that
by considering the typical corner (TT) and decreasing the supply voltage from 450 mV to
250 mV, the leakage current is reduced from 14.75 µA to 8.85 µA, which represents a rel-
ative reduction of 40% on the static leakage. The minimum as possible supply voltage is
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Figure 6.8: Simulated leakage current of the 128 kb SRAM as a function of the supply
voltage.

determined by the HSNM, and their simulation results are shown in Figs. 6.9(a) and 6.9(b)
for VDD= 450 mV and VDD= 250 mV, respectively. In order to produce high yield under
the manufacturing process variations, we choose VDD= 250 mV as the minimum supply
since the simulated worse-case HSNM resulted 10 mV. Another important aspect of this
standby mode, besides the power consumption, is the transition time from the standby to
the active mode, since the large capacitances that are involved in the SRAM cache in-
crease this transition time. A long transition time may cause a significant speed overhead
and this could prevent the use of the standby mode [10]. Fig. 6.10 shows the leakage
current transient simulation of the 128 kb SRAM in both active and standby transitions.
In this case, the minimum transition time to provide a peak current lower than 36% with
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Figure 6.9: Voltage transfer curve simulations of the 6T-SRAM cell in hold mode: (a)
VDD= 0.45 V; (b) VDD= 0.25 V

respect to the difference between the active and standby currents, is approximately 6 µs,
which is 140 times slower than the operation frequency of 23 MHz.
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Figure 6.10: Transient simulation of the leakage current between transitions of active and
standby modes.
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6.3 Active Mode Simulations

6.3.1 Test Bench Considerations

It is necessary to simulate the logical information “0” and “1” with the same probability
in write and read operations. This can be easily implemented by generating a word of 64
bits using the following Matlab line for each word to be written:

wordBits = (randn(1,64)>0)*VDD;

The resulting vector wordBits, in combination with the independent source “Vpwlf” of
Spectre1 simulator, can be used to create the input signals in the desired time range.

6.3.2 Transient Behavior of the SRAM Cache

Due to the high computational cost that the 128 kb SRAM requires to simulate its transient
behavior, we separate these simulations in macros of 32 kb (64 columns and 512 rows),
which requires approximately 23 hours to complete 10 operations (5 reads and 5 writes)
when its extracted2 circuit is used. It is a good estimative since only one macro operates
in active mode at the same time, while the other three operate in hold mode separated by
a word-line decoder (see Fig. 4.2). On the other hand, the simulations need to include
the mismatching effects since it is crucial to determine the SRAM proper operation and
power consumption, and for this reason all transient simulations presented in this section
include one run of mismatch variations.

6.3.2.1 32 kB SRAM Macro at Supply Voltage 0.45 V

As shown in the VTC Monte Carlo simulations of Fig. 6.11, for the designed 6T-cell, we
chose VWL= 0.85VDD in both read and write operations, thereby providing positive static
noise margins at supply voltage 450 mV. Fig. 6.12 shows the transient simulation results
for the 32 kb SRAM macro at TT corner by using only schematic circuit, in which 5 write
and 5 read operations are executed. The 64 bits of each bus DIN (data input), BL’s (BL
and BLN), Q’s (internal nodes of the memory cells Q and QN) and OUT (read outputs by
the SA) are overlapped on the same plot in order to emphasize the mismatch variability.
As can be observed, there are no errors during write and read operations. However, the
differential voltages between bit-lines in read operation discharge much faster than does
the SA maximum input offset of 50 mV (see Fig. 5.7). This result indicates that the needed
time to activate the SA can be decreased, and hence the operation frequency increased.
Fig. 6.13 shows the bit-line voltages by varying the process corners (see Fig. 2.6) in cases:

1Circuit simulator of Cadence software (https://www.cadence.com).
2Extracted circuit is generated from the implemented layout, and includes parasitic components, such

as resistances and capacitors.
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Figure 6.11: Voltage transfer curve Monte Carlo simulations, including global and local
variability, of the 6T-SRAM cell: (a) write operation; (b) read operation.

SSA, SFA, TT, FSA, FFA and TT+EXT (TT corner including extracted components). As
expected, the slow-slow (SSA) corner is critical for the system speed in view of the fact
that the times TPC (pre-charge time), TSAEN (time to enable the SA), TSA (SA delay) and
TWD (write driver time) achieve their maximums. In order to develop an estimative of the
nominal frequency that the SRAM can operate properly at 450 mV, we found the max-
imum of TPC, TSAEN and TWD when extracted components are included and TT process
corner is used, which is denoted as TT+RC in Fig. 6.13. Hence the minimum cycle time,
also analyzed previously in Eq. (4.13), is determined by

TCLK = max[TWD +TPC,TSAEN +max(TPC,TSA)]≈ 25 ns (6.1)

where TWD≈ 10 ns, TPC≈ 7 ns, TSAEN≈ 16 ns, TSA≈ 3 ns and we add an additional time
of 2 ns to cover the rise and fall of the signal. The time TSAEN was determined as the
maximum time that the differential voltage between bit-lines achieves 50 mV (VOS) as
indicated in Fig. 6.13. Therefore, Fig. 6.14 shows the transient simulation of the 32 kB
SRAM macro at SSA corner by increasing the frequency to 1/TCLK= 40 MHz.
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mismatch variability.
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6.3.3 Energy per Operation of the 128 kb SRAM

In view of the fact that many voltage sources are used to control the SRAM in our test
bench schematic, we estimate the power consumption by simulating the current drained to
the ground (IGND) of the SRAM as shown in Fig. 6.15. Hence by multiplying this current
by the supply voltage we obtain

Power(t) =VDD(t)IGND(t) (6.2)

in µW . However, we are interested in estimating the average energy per operation, also
analyzed in Section 4.6, which can be obtained by integrating the power consumption
during a fixed number of operation periods (NO) as

ET =
1

NO

∫ NOTCLK

0
Power(t)dt (6.3)

in pJ/word-access. Usually, this energy is specified as an average of write and read oper-

SRAM

IGNDIGND

GND

Voltage sources

Figure 6.15: Power consumption test bench.

ations, since as can be seen in the simulation result of Fig. 6.16, these operations requires
different power consumptions. Observe that the pre-charge procedure does not have im-
portant influence on the energy, which is 5.3% and 3.41% of the total energies of write and
read operation, respectively. On the other hand, the energy in write operation is higher
than that of the read energy, mainly owing to fact that in write operation the bit-lines
are discharged completely. Table 6.1 shows the simulated active (1 macro of 32 kb) and
static (3 macros of 32 kb) energies per operation for the 128 kb SRAM cache operating at
23 MHz and 0.45 V. The obtained total energy of 795.6 fJ/word-access at TT corner is in
close agreement with the one of 738 fJ/word-access predicted by our analytical models in
Chapter 4. These results can also be observed in the histogram of Fig. 6.17, which shows
how the energy is affected by the process corner variations. Note that static energy is the
most affected in view of the fact that it has an exponential influence on the threshold volt-
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Figure 6.16: Bit-lines voltages and total power consumption of the 32 kb SRAM macro
in active mode, at operation frequency of 40 MHz and supply voltage of 0.45 V.

age. However, the parasitic capacitances and resistances of layout implementation have
an important influence in SRAM design, and in Table 6.1 we also show the energy when
these effects are included. As expected, the active component increases 11.66% mainly
by the reason that higher capacitances on bit-lines are included. On the other hand, both
metal and transistor parasitic resistances produce a static component decrease of 36.2%.

As we determined in Eq. (6.1), the frequency of operation at supply voltage 0.45 V can
be increased up to 40 MHz. Therefore, in Table 6.2 are shown the energy per operation
results when the frequency is 40 MHz, and in Fig. 6.18 an histogram of these energies as
a function of the process corner is presented. Hence two important observations can be
made compared with the operation case of 23 MHz: the active energy decreases due to
the fact that the bit-lines in read operation are less discharged, and on the other hand the
static energy decreases since the period of the operation was decreased (see Eq. (4.17)).
In this way, the post-layout simulations show that the implemented 128 kB SRAM cache
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Table 6.1: Energy per operation simulations of the 128 kb SRAM cache at VDD= 0.45 V,
VWL,read=VWL,write= 0.85VDD, VBB=VBp=VBp=0 V, operation frequency of 23 MHz and
using one run of mismatching variations.

Corner Simulation Active energy Static energy Total energy
time 1x32 kb macro 3x32 kb macros 128 kb cache

(hours) (fJ/word-access) (fJ/word-access) (fJ/word-access)

Using only schematic circuit

TT ≈ 8 541.0 254.6 795.6
FSA ≈ 8 610.1 445.5 1055.6
SFA ≈ 8 468.0 152.4 620.4
FFA ≈ 8 785.2 1029.7 1814.9
SSA ≈ 8 389.6 68.15 457.8

Including extracted RC components from layout

TT+RC ≈ 20 604.8 162.5 767.3

can operate at 40 MHz with a supply voltage of 0.45 mV, consuming an average energy
per operation of 603.6 fJ/word-access.

Table 6.2: Energy per operation simulations of the 128 kb SRAM cache at VDD= 0.45 V,
VWL,read=VWL,write= 0.85VDD, VBB=VBp=VBp=0 V, operation frequency of 40 MHz and
using one run of mismatching variations.

Corner Simulation Active energy Static energy Total energy
time 1x32 kb macro 3x32 kb macros 128 kb cache

(hours) (fJ/word-access) (fJ/word-access) (fJ/word-access)

Using only schematic circuit

TT ≈ 8 427.8 146.5 574.3
FSA ≈ 8 506.5 258.1 764.6
SFA ≈ 8 370.1 88.3 458.4
FFA ≈ 8 638.3 596.4 1234.7
SSA ≈ 8 319.6 39.48 359.1

Including extracted RC components from layout

TT+RC ≈ 23 509.5 94.12 603.6

6.3.4 Frequency versus Supply Voltage

The minimum SRAM period of operation, which was determined by Eq. (6.1) for 450 mV,
can also be estimated for a range of supply voltages. Hence Table 6.3 shows the worst-
case times of pre-charge, write, read and sense operations obtained at supply voltages
from 400 mV to 600 mV. Consequently, we estimate the minimum period of operation
TCLK , which defines the maximum operation frequency of the SRAM as FCLK = 1/TCLK .
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Figure 6.17: Energy per operation simulation results at 23 MHz and 0.45 V.

Table 6.3: Worst-case times of the SRAM operation obtained from simulations, by using
TT process corner, mismatch variations and extracted RC component from layout.

VDD (mV) TPC (ns) TWD (ns) TSAEN (ns) TSA (ns) TCLK (ns)

400 12 30.5 51 11 66.7
450 7 10 16 3 25
500 3 5 6 1 11
550 2.5 3.5 3.2 0.9 8
600 1.7 2.5 2.4 0.5 5
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Figure 6.18: Energy per operation simulation results at 40 MHz and 0.45 V.
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6.4 Summary of the SRAM Performance

Fig. 6.19 shows the maximum frequency and energy per operation versus the supply
voltage obtained by post-layout simulations, using mismatch variations and TT corner.
Fig. 6.19 includes the major performance parameters for our SRAM application, since
the ratio between energy and frequency is the popular figure of merit (FOM) when the
interest is low power consumption [88, 89]. Observe that a MEP of 603.6 fJ/word-access
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Figure 6.19: Maximum operation frequency and energy per operation versus supply volt-
age, by using the same simulation conditions of Table 6.3.

is achieved at supply voltage of 450 mV and operation frequency of 40 MHz. In order to
compare this work with others reported in the literature, we define the FOM as similar as
[88, 89], that is,

FOM =
FCLK

ET ABC

[
MHz

(pJ/word-access) ·µm2

]
, (6.4)

where ET is the average energy per operation and ABC is the bit-cell area. Table 6.4 shows
the simulated performance of our work compared with other reported ULP SRAM de-
signs. The increasing of pull-up and pull-down transistor lengths (see Fig. 6.1) produces
a higher bit-cell area compared with other works. This increasing helped to reduce con-
siderably the static power as well as the average energy per operation consumption. On
the other hand, the obtained frequency of operation achieve similar orders compared with
other works. The trade-offs involving energy, bit-cell area and frequency can be well ap-
preciated by the FOM results in Table 6.4 obtained from Eq. (6.4). The excellent FOM
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obtained by simulation results shows that the implemented circuit can achieve a signif-
icant improvement compared with the state-of-the-art ULP SRAMs. It is important to
note that the other works achieve lower minimum supply voltages than that obtained in
our work, but these are achieved by using some additional techniques to improve noise
margins, such as dynamic forward body-biasing (DFBB) [42]. However, our approach
improves the FOM without any additional techniques, only by using an energy-efficient
sizing of the 6T-SRAM cell and the SPW structure at fixed reverse body-biasing voltage
of 0 V.

Table 6.4: Performance comparisons with other reported ULP SRAM designs.
Parameter This work [42] [43] [88] [44]

Technology 28 nm FD-SOI 20 nm Bulk
Bit-cell structure 6T 6T 10T 7T N/A

Minimum supply voltage (V) 0.40 0.36 0.35 0.24 0.6
Bit-cell area (µm2)*1 0.434 0.232 0.384 0.261 N/A

Memory Size (kb) 128 128 64 128 128
Word size (bits) 64 64 32 64 32
Freq. (MHz)*2 15 9 13 15 N/A

Energy (pJ/word-access)*3 0.603 3.36 4.60 2.30 4.30

FOM
(

MHz
(pJ/word-access)µm2

)
*2 55.9 11.5 7.35 25.0 N/A

*1 Using standard logic rules *2 Evaluated at minimum supply voltage
*3 Normalized to memory size 128 kb and word size 64
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Chapter 7

Conclusions

This thesis was mainly focused on the development of analytical expressions for the major
performance parameters of the SRAM cache implemented in 28 nm FD-SOI CMOS, to
explore the transistor dimensions at low computational cost, thereby producing an energy-
efficient SRAM cache, without losing focus on stability and speed. This chapter summa-
rizes the contributions of this research and discusses future directions.

7.1 Parameter extraction for 28 nm FD-SOI CMOS

As shown in Chapter 2, a function that provides the transistor parameters (Iso, VTo, λ ,
η , n and σVTo) by choosing the transistor dimensions (W and L) and process corner (TT,
FS, SF, FF and SS) was implemented for both regular N-type and flipped-well P-type
transistors (see Fig. 2.6). In view of the fact that this thesis focused on the development
of analytical models, the implemented function was useful to evaluate our expressions,
thereby enabling transistor sizing design at low computational cost. For instance, in the
SRAM cell sizing of Fig. 3.18, simulations spent a total time of 2.43 hours, whereas the
predicted ones obtained by Matlab functions required only 10.73 seconds.

7.2 Analytical Modeling of SNM

In order to analyze the 6T-SRAM stability, in Chapter 3 we presented expressions to pre-
dict HSNM, RSNM and WSNM at sub-threshold operation, in which the variability of this
margins under the manufacturing process was considered. Matlab routines to explore their
values at low computational cost were implemented and can be seen in Appendix A.2.

Close agreement expressions useful to predict the HSNM that include DIBL and body
biasing effects were proposed in Section 3.1 and published in [45]. These mainly con-
tributed improvements of the model for nanometer technologies compared with previous
models reported in the literature [17, 18]. In this way, in [68] we also published an analyt-
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ical region idea (see Fig. 3.4), whose purpose is to determine boundaries inside which the
supply voltage produce a feasible operation of the 6T-SRAM cells under manufacturing
process variations.

Many analytical models that predict the statistical behavior of HSNM and RSNM
have been well studied in the literature [20]. However, to the best of our knowledge,
no analytical solution for the conventional definition of WSNM has so far been reported
in the literature. In Section 3.3 we developed an analytical expression for WSNM at
sub-thrseshold operation. Consequently, having the explicit expressions for WSNM and
RSNM, we proposed an alternative 6T-SRAM design parameter Γ , whose role is to con-
trol the well-known trade-off between read and write cell margins. By relating Γ to pull-
up and pull-down transistor lengths, and also considering the influences of the widths on
the local variability, we carried out a non-traditional sizing procedure (see Fig 3.18) for
6T-SRAM cells implemented in 28 nm FD-SOI CMOS process.

7.3 Energy-efficient 6T-SRAM sizing

In Chapter 4 we presented a complete analytical model to assess the SRAM cache perfor-
mance. The major system metrics, such as the static and dynamic energies per operation,
static noise margins, operation frequency and leakage currents were carefully modeled.
By taking advantage of these low computational cost models, we explored the perfor-
mance metrics for a 128 kb SRAM cache implemented with the simple 6T-SRAM cell.
In this way, an energy-efficient cell sizing was proposed, in which the transistors are de-
signed with the same width (Wpu=Wpd=Wat=Wx), the same pull-up and pull-down lengths
(Lpu=Lpd=Lx) and minimum access length (Lat=Lmin=30 nm) by using the SPW structure
at reverse-body-biasing (RBB) (VBB=VBn=VBp=0 V), and a reduced word-line voltage of
approximately 0.85VDD to provide a proper cell ratio in read operation. The post-layout
simulation results presented in Chapter 6 showed that the 128 kb SRAM cache can achieve
a MEP of 0.604 pJ/word-access at VDD=450 mV and operation frequency of 40 MHz. As
shown in Table 6.4, our approach can reduce by more than 74% the energy per operation
compared with [42, 43, 88], mainly for the reason that these works employ the traditional
“thin-cell” sizing [48], in which the leakage current increases by increasing transistor
widths to adjust the cell margins that enable proper cell operation. Thus, as also currently
suggested in [49] for saving more that 50% of the energy in digital circuits, the increase
of transistor lengths can considerably reduce the cell static leakage. However, this cannot
be applied to the access transistor since it must discharge higher bit-line capacitances, and
for this reason we proposed an energy-efficient sizing by using the aforementioned vari-
ables Lx and Wx. On the other hand both area and minimum supply voltage increase, in
comparison with what was reported in [42, 43, 88], as also shown in Table 6.4. However,
the trade-offs involving area, frequency and energy per operation are the major metrics
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for ULP SRAMs, and can be analyzed by the FOM in Eq. (6.4), which resulted in an
improvement of at least 55.3% with respect to designs reported in [42, 43, 88].

A Matlab routine to explore the SRAM performance at low computational cost were
implemented, as can be seen in Appendix A.1, which provides the values of static and
dynamic energies per operation, the current ratio between the access transistor leakage
and read currents (see Eq. (4.12)), and the cycle operation time.

7.4 SA input-offset at sub-threshold operation

Analytical models to estimate input-offset and yield of the classical 7T-LTSA at sub-
threshold operation were developed in Chapter 5. According to [29, 50], we contributed
mainly by simplifying the latch input-offset expression in sub-threshold operation (see
Eq. (5.14)), which allows the prediction of the SA yield. As a result of this analysis,
the metastability voltages were carefully modeled, and as can be seen in Fig. 5.3, an
approximation was proposed based on the intersection of the tangent curves at the inverter
centers, for determining these voltages with excellent agreement (see Fig. 5.4).

7.5 Future Directions

In view of the fact that the proposed ULP SRAM improves the energy per operation
mainly by the use of an energy-efficient 6T-SRAM cell sizing, more complex techniques
and circuits could be used to further improve the SRAM figure of merit, such as dy-
namic body-biasing (DBB) [42, 90], improved sense amplifier topologies to reduce the
input-offset [26, 40] thereby increasing the frequency of operation, write and read assist
techniques [91, 92] to reduce the power consumption of operations, data prediction in the
read path to save bit-line switching power [42], among other solutions.

The resulting Matlab routines of this work, could be used to implement a CAD (computer-
aided design) interface to assist on the SRAM design. In this way, the parameter extrac-
tions for flipped-well NMOS and regular PMOS should be included to our routines in or-
der to analyze other techniques and structure combinations in the 28 nm FD-SOI CMOS
process.

Energy-efficient processors for wearable sensor nodes and biological signals process-
ing techniques have been reported [93–96] as a direct application of ULP SRAMs. The
study of these kinds of applications can be a valuable continuity of this research, since
it requires a collaboration team composed by students and researchers in many micro-
electronics/electronics areas, such as digital and analog circuit design, signal processing,
algorithm development, etc.
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Appendix A

Matlab Routines

A.1 Energy Function

function [StaticE,DynamicE,TotalE,IATvsIRead,Tcicle] ...

= energy(size,VDD,Vbn,Vbp,LocalSigma,corner,pdk)

%% Cell transistor dimensions

%PUP (pull-up p)

Wp = size(1)*1e-9; Lp = size(2)*1e-9;

%PDN (pull-down n)

Wn = size(3)*1e-9; Ln = size(4)*1e-9;

%ATN (access-transistor n)

Wat = size(5)*1e-9; Lat = size(6)*1e-9;

%% Transistor parameters

temp = 25;

q = 1.602e-19;

kB = 1.3806504e-23;

UTo = kB.*(temp+273)./q;%Thermal Voltage

[B5,Vt5,Is5,lam5,n5,nu5,sigmaVt5] = ...

parameters28nmFDSOI(Wat,Lat,'nrvt',corner,pdk);

[B1,Vt1,Is1,lam1,n1,nu1,sigmaVt1] = ...

parameters28nmFDSOI(Wn,Ln,'nrvt',corner,pdk);

[B4,Vt4,Is4,lam4,n4,nu4,sigmaVt4] = ...

parameters28nmFDSOI(Wp,Lp,'plvt',corner,pdk);

%% Memory array definition

Vwlread = 0.85*VDD; Vwlwrite = 0.85*VDD;

%Sub-Block size
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Mb = 32; Nb = 64; bitAccess = Nb;

%Array-size

ix = 16; jx = 4;

M = Mb*ix; N = Nb*jx; MemorySize = M*N;

%% Static leakage

%Static Current Leak nominal

%I4read=B4*exp(nu4*(VDD-Vbp)/n4/UTo)*exp(lam4*VDD/n4/UTo)*...

%(1-exp(-VDD/UTo));

%I1read=B1*exp(nu1*(Vbn)/n1/UTo)*exp(lam1*VDD/n1/UTo)...

%*(1-exp(-VDD/UTo));

%I5read=B5*exp(nu5*(Vbn)/n5/UTo)*exp(lam5*VDD/n5/UTo)...

%*(1-exp(-VDD/UTo));

%IleakCell = (I4read + I1read + I5read);

%Static Current leak statistical

I4read = B4*exp(nu4*(VDD-Vbp)/n4/UTo)*exp(lam4*VDD/n4/UTo)...

*(1-exp(-VDD/UTo))*exp(sigmaVt4^2/2/n4^2/UTo^2);

I1read = B1*exp(nu1*(Vbn)/n1/UTo)*exp(lam1*VDD/n1/UTo)...

*(1-exp(-VDD/UTo))*exp(sigmaVt1^2/2/n1^2/UTo^2);

I5read = B5*exp(nu5*(Vbn)/n5/UTo)*exp(lam5*VDD/n5/UTo)...

*(1-exp(-VDD/UTo))*exp(sigmaVt5^2/2/n5^2/UTo^2);

IleakCell = (I4read + I1read + I5read);

%% Bitline capacitance

%Bitline capacitance, mainly diffusion capacitance

CBLo = 410.1e-12*Wat + 21.6e-18;

%Cap of 1 bitcell, as two access transistors

CWLo = 2*(-7.69e10*(Wat*Lat)^2 + 0.007675*(Wat*Lat) + 5.577e-17);

%% Access Transistor Leakage vs Iread

%weak/moderate inversion

%IleakAT=(M-1)*Is5*log(1+exp((-Vt5+nu5*Vbn+lam5*VDD)/n5/UTo/2))...

% .^2.*exp(sigmaVt5^2/2/n5^2/UTo^2);

%IreadMin=Is5*log(1+exp((Vwlread-Vt5-LocalSigma*sigmaVt5+lam5*VDD...

% +nu5*Vbn)/n5/UTo/2)).^2;

%weak oinversion

IleakAT= (M-1)*B5*exp(nu5*(Vbn)/n5/UTo)*exp(lam5*VDD/n5/UTo)...

*(1-exp(-VDD/UTo))*exp(sigmaVt5^2/2/n5^2/UTo^2);
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IreadMin= Is5*exp((-Vt5-LocalSigma*sigmaVt5+nu5*Vbn)/n5/UTo)...

*exp((lam5+1)*Vwlread/n5/UTo);

IATvsIRead = IreadMin/IleakAT;

%% Energy results

VOS = 100e-3;

%to achieve value "Vos" at 3/4 Tcicle

Tcicle = M*CBLo/IreadMin*VOS*(3/4);

StaticE = (Mb*Nb)*(ix*jx)*IleakCell*Tcicle*VDD;

DynamicE = 0.5*(Nb*CWLo*Vwlwrite^2 + MemorySize/jx*CBLo*VDD^2)+...

0.5*(Nb*CWLo*Vwlread^2 + MemorySize/jx*CBLo*VDD^2);

TotalE = StaticE + DynamicE;

A.2 Static Noise Margins Function

function [HSNM,RSNM,WSNM] ...

= noiseMargins(size,VDD,Vbn,Vbp,LocalSigma,corner,pdk)

%PUP (pull-up p)

Wp = size(1)*1e-9; Lp = size(2)*1e-9;

%PDN (pull-down n)

Wn = size(3)*1e-9; Ln = size(4)*1e-9;

%ATN (access-transistor n)

Wat = size(5)*1e-9; Lat = size(6)*1e-9;

%Only write setup

VWLwrite = VDD; DeltaVBL = VDD*0.85;

VBLwrite = VDD - DeltaVBL;

%Only read setup

Vwlread = VDD*0.85;

%% Transistor parameters

[B5,Vt5,Is5,lam5,n5,nu5,sigmaVt5] = ...

parameters28nmFDSOI(Wat,Lat,'nrvt',corner,pdk);

[B6,Vt6,Is6,lam6,n6,nu6,sigmaVt6] = ...

parameters28nmFDSOI(Wat,Lat,'nrvt',corner,pdk);

[B1,Vt1,Is1,lam1,n1,nu1,sigmaVt1] = ...

parameters28nmFDSOI(Wn,Ln,'nrvt',corner,pdk);

[B2,Vt2,Is2,lam2,n2,nu2,sigmaVt2] = ...
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parameters28nmFDSOI(Wn,Ln,'nrvt',corner,pdk);

[B4,Vt4,Is4,lam4,n4,nu4,sigmaVt4] = ...

parameters28nmFDSOI(Wp,Lp,'plvt',corner,pdk);

[B3,Vt3,Is3,lam3,n3,nu3,sigmaVt3] = ...

parameters28nmFDSOI(Wp,Lp,'plvt',corner,pdk);

%% Write static noise margin

UTo = 0.02568;

a = 1/UTo; an1 = a/n1;an2 = a/n2;an4 = a/n4;

an5 = a/n5; an6 = a/n6; ao = an1*lam1+an5*(1+nu5+lam5);

a1 = an4*lam4+an6*lam6; C = exp(-a*VDD);

A1W = Is1*exp(-an1*Vt1)*exp(an1*nu1*Vbn);

A4W = Is4*exp(an4*(1+lam4)*VDD-an4*Vt4)*exp(an4*nu4*(VDD-Vbp));

A5W = Is5*exp(an5*(VWLwrite+lam5*VDD)-an5*Vt5)*exp(an5*nu5*Vbn);

A6W = Is6*exp(an6*(VWLwrite-VBLwrite) -an6*lam6*VBLwrite ...

-an6*nu6*VBLwrite -an6*Vt6)*exp(an6*nu6*Vbn);

%conventional definition

WSNM=-(-VDD*a*a1*ao+VDD*a*an1*an4+log(A1W/A5W)*a*an4+a*ao*...

log(A4W*a/(A6W*(a+an4)))+log(an4/(a+an4))*an1*an4)/(a*an4*(ao+an1));

DWSNM2=(n5/(lam1*n5+lam5*n1+n1*nu5+n1+n5))^2....

*(sigmaVt1^2+sigmaVt5^2)+(n4*(lam1*n5+lam5*n1+n1*nu5+n1)...

/(n1*(lam1*n5+lam5*n1+n1*nu5+n1+n5)))^2*(sigmaVt4^2+sigmaVt6^2);

WSNM = WSNM - LocalSigma*sqrt(DWSNM2);%mismatching influence

%% Read static noise margin

no = n1*n5/(n1*(lam5+nu5+1)+n5*lam1);

Vt5x = (Vt5 - nu5*Vbn);

Vt1x = (Vt1 - nu1*Vbn);

Vt2x = (Vt2 - nu2*Vbn);

Vt4x = -(Vt4 - nu4*(VDD-Vbp));

RSNM = ( n5*(n1*n2-n1*n4*lam2+no*(n2+n4))*VDD ...

- no*n1*(n2+n4)*Vwlread ...

+ no*(n2+n4)*(n1*Vt5x-n5*Vt1x) + n5*n1*(n4*Vt2x+n2*Vt4x) ...

+ n5*(n1*n4*(lam2-n2) - no*(n2+n4))*log(2)*UTo ...

+ no*n5*n1*(n2+n4)*log(Is1/Is5)*UTo ...

+ n5*n1*n2*n4*log(Is4/Is2)*UTo )/n5/(no+n1)/(n2+n4);

n = 2*n1*n2/(n1+n2);

DRSNM2 = (1/2)^2*sigmaVt1^2 + (1/4)^2*sigmaVt4^2 ...

+(1/2)^2*sigmaVt5^2 + (1/4)^2*sigmaVt2^2;
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RSNM = RSNM - LocalSigma*sqrt(DRSNM2);%mismatching influence

%% Hold static noise margin

n = 2*n3*n1/(n3+n1);

lam = (lam1*n3+lam3*n1)/(n1+n3);

Vino = n*VDD/2*((2+2*nu3+lam3)/2/n3-lam1/2/n1) ...

+ n*UTo/2*log(Is3/Is1)+n/2/n1*Vt1 - n/2/n3*Vt3 ...

- n/n3*nu3/2*Vbp - n/n1*nu1/2*Vbn;

%Derivation of the SNM

NML = n*UTo/2*log(n/(n+2)) + (1-lam)*log(2/(n+2))*UTo +...

Vino - lam*VDD/2;

NMH = n*UTo/2*log(n/(n+2)) + (1-lam)*log(2/(n+2))*UTo +...

VDD - Vino - lam*VDD/2;

DHSNM = sqrt((1/2)^2*sigmaVt3^2+(1/2)^2*sigmaVt1^2);

HSNM = min(NML,NMH)-LocalSigma*DHSNM;
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