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Resumo da Dissertação apresentada à COPPE/UFRJ como parte dos requisitos

necessários para a obtenção do grau de Mestre em Ciências (M.Sc.)

SELEÇÃO DE DADOS EM ALGORITMOS DE APRENDIZAGEM

Jonathas de Oliveira Ferreira

Março/2020

Orientador: Paulo Sergio Ramirez Diniz

Programa: Engenharia Elétrica

Nos últimos anos, a quantidade de informação armazenada em dispositivos

de aquisição de dados tem aumentado exponencialmente, em virtude das antenas

massive multiple-input multiple-output (MIMO), redes sociais e redes distribuídas.

Nesta era do Big Data, enfrentamos o desa�o de utilizar com e�ciência uma grande

quantidade de dados para extrair informações importantes. Portanto, é essencial

de�nir critérios para decidir se o dado é relevante ou não durante o processo de

aprendizagem. Este trabalho propõe uma estratégia de seleção de dados para duas

áreas: �ltragem adaptativa e redes neurais. Em ambas as situações, os dados podem

ser descartados, reduzindo o custo computacional e, em alguns casos, a acurácia

da estimativa. As aplicações analisadas neste trabalho incluem dados sintéticos e

reais, estas veri�cam a e�cácia dos algoritmos propostos que podem obter reduções

signi�cativas nos custos computacionais sem sacri�car a acurácia da estimativa

devido à seleção dos dados.
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Abstract of Dissertation presented to COPPE/UFRJ as a partial ful�llment of the

requirements for the degree of Master of Science (M.Sc.)

DATA-SELECTION IN LEARNING ALGORITHMS

Jonathas de Oliveira Ferreira

March/2020

Advisor: Paulo Sergio Ramirez Diniz

Department: Electrical Engineering

In recent years, the amount of information stored in data acquisition devices has

increased exponentially, due to the massive multiple-input multiple-output (MIMO)

antennas, social networks, and distributed networks. In this era of Big Data, we

face the challenge of e�ciently utilizing a large amount of data to extract valuable

information. Therefore, it is essential to de�ne criteria to decide if the data is

relevant or not during the learning process. This work proposes a data selection

strategy for two areas: adaptive �ltering and neural networks. In both situations,

data could be discarded, reducing the computational cost and, in some cases, the

accuracy of the estimate. The applications analyzed in this work include synthetic

and real data, these verify the e�ectiveness of the proposed algorithms that may

achieve signi�cant reductions in computational costs without sacri�cing estimation

accuracy due to the selection of the data.
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ŷ estimated output (chapter 4)
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Chapter 1

Introduction

Learning algorithms are tools to acquire knowledge from data using statistical

methods and optimization. These algorithms can solve speci�c tasks based on

patterns and inferences obtained from a dataset, known as training dataset [1�3].

Examples of such tasks include image recognition [4], spam email identi�cation [5],

diagnoses in medicine [6] and other pattern recognition tasks in biology, economics,

astronomy, etc [7, 8].

This scienti�c area started to �ourish around the 90's, when the �eld of arti�cial

intelligence started to handle problems using statistics and probability theory.

This growth occurred mainly due to the increase in computer capacity to process

information and the discovery of signi�cant mathematical results [9�11].

Learning algorithms are intimately linked with optimization: most problems

in our main �eld contain a loss function (that captures the adequacy of the

current model) that should be minimized utilizing the training dataset [1�3]. The

minimization problem requires optimization methods.

1.1 Why Do We Select Data?

Most subareas of learning algorithms require enormous computational costs due

to the complexity of the related problems [12, 13]. As a consequence, a huge amount

of resources, such as power consumption, might be needed in order to produce

important results in these scienti�c areas. If we were able to reduce, even if by a

small amount, data volume, we would also reduce the computational time to solve

the problems. Therefore, our main goal is to save energy by properly managing

technological issues.

The growth in the amount of available information in data acquisition devices can

result in faulty systems, malicious agents, or input data that are irrelevant or/and
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redundant. Among these, the outliers1 that impair the performance of inferences

stand out and are not related to the postulated problem. Therefore, it is important

to rigorously mine the data before considering the full training dataset as the �nal

dataset.

One of the objectives of this study is to identify whether the subset generated

by some data selection method [14�23], called the data dictionary, leads to

approximately the same result as using the full training dataset. In this case, the

reduction of the amount of data can be bene�cial.

Besides helping improving algorithm's speed, the use of some data selection

method incurs in other advantages. In some cases, if we have a signi�cant amount

of irrelevant information and eliminate it, we would obtain better inference results.

Also, reducing the amount of data might decrease the possibility of over�tting.

1.2 General Considerations

Roughly, the learning process mainly consists of two parts: training (learning)

and test (inference), taken in a set of disjoint data, as illustrated in Figure 1.1.

The data selection method mentioned in the previous subsection is included in the

training phase, where an optimization algorithm acts as feedback in the process. In

the test phase, we do not use the data selection, because in this case we merely apply

the inferred model obtained from the training phase. This small amount of data can

re�ect on all the possible data, i.e., it provides an overview of the entire sample

space. In both phases, Data Preprocessing is the step in which data is transformed,

to bring it to a state where the interpretability of the data becomes more accessible

to the algorithm with the new coding. As an example, we can mention handling

null values Min-Max Normalization2 [2, 24].

In the applications presented in this dissertation, we only consider examples with

an extensive amount of data when compared to the number of variables, justifying

the use of the data selection. Another relevant factor when dealing with learning

algorithms is the choice of parameters, which in this text are made according to

usual settings recommended for each area leading to a better performance of the

model.
1An outlier is a data point that di�ers signi�cantly from other values in a random sample from

a population.
2Min-Max Normalization consists of normalizing the input variables in the range 0 to 1.
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Figure 1.1: Scheme of a learning algorithm.

1.3 Dissertation Goals

The main goal of this work is to propose a procedure for managing and saving

the available computing resources. The strategy proposed is a new data selection

method constructed from a statistical point of view. This procedure is explored in

threes areas of this dissertation that are connected to each other in several ways:

• Adaptive Filtering (linear systems) [1, 25, 26];

• Kernel Adaptive Filtering (nonlinear systems) [27, 28];

• Neural Networks [3, 24, 28].

Several application areas retain a considerable amount of data and one way of

managing the excess of redundant information is to apply a selection method. This

procedure is important due to the increasing amount of irrelevant or redundant

information available for processing.

In linear and nonlinear adaptive �ltering, there are many important applications

in which data arrive in real-time, one sample at a time. At each iteration, the

parameters for the model established in the learning algorithm is updated. This

procedure is considered expensive because it is an online learning and also depends

on the optimizer algorithm chosen. Furthermore, some data may be regarded as

unnecessary by not bringing new information to the algorithm. The data selection

method proposed in this work aims to detect this redundant data so that the

algorithm is not updated when this sort of information arrives. The notion of

kernel in adaptive �ltering was explored to deal with applications where an unknown

nonlinear regression modeling is required.
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The Neural Networks (NNs) is a model used mainly in datasets with a large

amount of information available, considering an o�ine learning. In this case, the

issue we intend to address is the same as in the adaptive �ltering, that is, which

data are relevant to the learning process at each iteration of the parameter update

phase. With some modi�cations, we adapted the previously data selection proposals

for adaptive �ltering (linear and nonlinear) to obtain a new approach applicable to

NN.

1.4 Organization

This dissertation is organized in �ve chapters. Chapter 1 provides an

introduction to the subjects presented. In addition, it highlights and motivates

the main points of each unit studied subsequently.

The data selection in linear adaptive �lters is introduced in Chapter 2. The

concepts of adaptive �ltering are detailed in the �rst part of the chapter. The

applications considered are prediction, system identi�cation, and equalization. The

learning algorithm chosen is the online conjugate gradient (CG) with exponentially

decaying window. The simulations for the proposed Data Selection CG (DS-CG)

algorithm are performed in di�erent scenarios.

In the Chapter 3, we introduce the kernel method with the goal of proposing the

kernel conjugate gradient (KCG) and its joint use with the data selection method.

The conjugate gradient least-squares (CGLS) is presented in Section 2.2, showing

the di�erences from the method concerning the conjugate gradient presented in

Chapter 2. The data selection kernel conjugate gradient (DS-KCG) is introduced

and then di�erent applications are performed to show the bene�ts of applying the

data selection method during the learning process.

In Chapter 4, we de�ne some concepts of NNs. Then, a concept similar to data

selection is applied in NN aiming to reduce the computational cost while achieving

results as good as to the standard NN, but with the bene�t of eliminating irrelevant

or redundant data. The simulations are performed on classi�cation and regression

problems with di�erent datasets. In addition, we quantify the computational

complexity by counting the number of �ops showing the advantage on performing

data selection in NNs.

Finally, some conclusions are included in Chapter 5 alongside possible future

work.
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1.5 Notation

Vectors are denoted by characters in bold type with lower-case letters, whereas

non-bold lower-case letters correspond to scalar variables. The kth component of

vector b is represented as bk. In the same way, the notation employed in matrices is

a bold type with upper-case letters. The entries of a matrix A are of the form amn

in which m represents the row and n the column of A. We represent a column of

the matrix A as an where n is the nth column of A. Similarly, the notation aT
m is

used to represent the mth row of A. Therefore, the representation of a matrix and

a vector can be written as

A =


a11 a12 . . . a1N

...
...

. . .
...

aM1 aM2 . . . aMN

 =
[
a1 a2 . . . aN

]
, b =


b1

...

bK

 (1.1)

When the elements of a vector (or matrix) represent random variables, the

representation is a character in bold italic type, i.e., b (A). The distributionN (0, R)

is a real multivariate Gaussian distribution with zero mean and covariance matrix

R. The expected value and variance are represented respectively as E[·] and Var[·].
In most cases, we use subscripts in vectors and matrices just to represent the

variable name. However, subscripts in parentheses refer to the size of a square

matrix. For example, I(N) is the identity matrix with size N ×N .

The real, complex and natural sets are represented by the following symbols

R, C and N. For example, we can state that matrix A ∈ RM×N and b ∈ RK in

equation (1.1).

In the List of Symbols, we indicate in which chapters these nomenclatures will

be used. In some cases, we have the same symbol for two di�erent notations, but

with similar meaning. In these circumstances, we chose to use the nomenclature

according to the area, causing this duality in the symbol.

The operators used throughout the text are organized in Table 1.1.
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Table 1.1: Operators used throughout this work

Operator Argument Output

(·)T vector or matrix input vector or matrix with transposed elements

(·)H vector or matrix
input vector or matrix with

transposed and conjugated elements

(·)−1 matrix inverse of input matrix

‖x‖p vector p-norm,
(∑K

k=1 |xk|p
)1/p

bH1 b2 two vectors inner product in the Euclidean space

〈·,·〉H two vectors inner product in the feature space

| · | scalar absolute value

Q(·) scalar complementary Gaussian cumulative distribution

κ(·,·) two vectors kernel function

⊗ two matrices matrix multiplication element by element

ones(·,·) two scalars matrix composed only of values ones
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Chapter 2

Data Selection in Conjugate

Gradient Algorithm

The �rst part of this chapter introduces the concepts of adaptive �ltering. Also,

it explains the scheme of some classical applications, including input and output

settings. Then, properties and de�nitions of Conjugate Gradient (CG) algorithm

are presented with the purpose of investigating the advantages of using data selection

in adaptive algorithms.

2.1 Introduction to Adaptive Filtering

Over the last decades, adaptive �ltering has achieved considerable success, being

incorporated into many technologies, such as mobile phones, radio communication,

and medical equipment[1, 25].

Adaptive �ltering is a system that models in real time the relationship between

an input signal and the desired signal by changing the �lter coe�cients through an

optimization algorithm, such as Conjugate Gradient [29�33], Least Mean Squares

(LMS) [1, 34�36] or Recursive Least Squares (RLS) [1, 37, 38]. Basically, the

adaptive algorithm updates the �lter coe�cients over time, using the current error

signal. The adaptive �lter performs a data-driven approximation step.

In the loop process, an objective function quanti�es the performance of the �lter

in each iteration. The derivative of this objective function shows how much the

�lter coe�cients should be changed according to the current information, aiming at

achieving the convergence to an optimal solution. We consider the mean squared

error (MSE) as the objective function throughout this chapter.

The input applied to the adaptive �lter is denoted by x(k), where k is the

iteration index, and y(k) is the �lter output. The desired signal is de�ned by d(k)

and the error is calculated as e(k) = d(k)−y(k). The error signal plays an important
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role in the adaptive algorithm, determining the update of the �lter coe�cients. If

the adaptive �lter achieves the convergence in the learning process, it means that the

output signal is matching the desired signal according to some measure, depending

on the objective function assumed. The general con�guration of an adaptive �lter

is illustrated in Figure 2.1.

Adaptive

Filter

Adaptive

Algorithm

d(k)

e(k)

y(k)x(k)

Figure 2.1: The general con�guration of an adaptive �lter

The input and output signals depend on the application task. The number of

di�erent applications in which the adaptive �lters are employed has increased during

the last decades. Some examples of applications are:

• System identi�cation: here, the desired signal consists of the output of an

unknown system when submitted to a known signal. The known signal is also

used as input in the adaptive �lter.

• Prediction: in this case, the desired signal is de�ned as a forward version of

the adaptive �lter inputs. Its output will correspond to a forecast of the input

signal. Mainly, after convergence, the adaptive �lter can be considered as a

predictor model for the input signal.

• Channel equalization: now, the desired signal is produced from a delayed

version of an input signal. The known signal is transmitted through a channel

and then corrupted by an environment noise to de�ne the inputs of the

adaptive �lter. In the noiseless case, the �nal adaptive �lter represents an

inverse model of the channel.

• Signal enhancement: a signal s(k) corrupted by a noise n1(k) is considered

as the desired signal. Another signal x = n2(k) correlated with the previous

noise is used in the adaptive �lter. As result, after convergence, the error

signal will represent an enhanced version of the signal s(k).
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In the prediction and system identi�cation frameworks, the �lter input x(k) is

equal to the input signal s(k). In our other applications, these values can be di�erent.

The schemes for each one of the pointed cases are shown in Figure 2.2.

Unknown
system

Adaptive
filter

x(k)

d(k)

y(k)

e(k)

(a) System identi�cation

z−L Adaptive
filter

x(k)
y(k)

e(k)

(b) Signal prediction.

z−L

Channel Adaptive
filter

s(k)

n(k)

y(k)

d(k)

e(k)

(c) Channel equalization.

Adaptive
filter

n2(k)

s(k) + n1(k)

e(k)

(d) Signal enhancement.

Figure 2.2: Common applications in adaptive �ltering.

2.2 Conjugate Gradient

The history of the conjugate gradient began in the 1950s, as an iterative

method proposed by Hestenes and Stiefel to solve linear systems with positive-

de�nite matrices. Around 1960, the �rst nonlinear conjugate gradient method was

introduced by Fletcher and Reeves. Over the years, many variants of the original

algorithm have been proposed and some are widely used.

A popular algorithm in adaptive �ltering is the RLS, which has a faster

convergence than the LMS algorithm, but presents a higher computational cost. One

possible solution is to replace the RLS algorithm by the CG algorithm [39, 40]. The

CG algorithm has remarkable characteristics that determine its choice as optimizer

in this text. Among these characteristics, we can mention fast convergence, low

computational cost, small misadjustment and non-requirement of Hessian matrix

inversion. One of the main points of CG optimization is the ability to minimize

quadratic functions by reducing the cost function through line searches in conjugated

directions.

In this section, we propose the Data Selection Conjugate Gradient (DS-CG)

algorithm, which accepts only innovative data in the iteration process, avoiding

irrelevant and redundant information. This criterion is established from the
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distribution of the error signal, such that we de�ne a threshold level to determine if

the data quality is su�cient to modify the coe�cient of the adaptive �lter. Further,

an additional threshold level can be utilized to verify if the data represents an outlier.

The data selection method has already been proposed in several previous works

incorporated in other algorithms (LMS, RLS), showing its e�ciency in applications

of adaptive �lters [19�21, 41, 42].

2.2.1 The Online Conjugate Gradient

In CG method, a natural starting point is to derive the algorithm by looking at

the minimization of the objective function

min
w

1

2
wH(k)Rw(k)− pHw(k), (2.1)

where R = E[x(k)xH(k)] is the autocorrelation matrix of the �lter input, p =

E[d(k)x(k)] is the cross-correlation between �lter input and desired signal, w(k) is

the adaptive coe�cient update. The minimization problem (2.1) is equivalent to

solve the following system of linear equations

Rw(k) = p. (2.2)

In this method, one distinguishing characteristics is the conjugate property, that

is, a set of nonzero vectors {u0, · · · ,uM−1} is said to be conjugate with a symmetric
positive de�nite (SPD) matrix A if

uHi Auj = 0, for all i 6= j. (2.3)

Given an initial point w(0) and a set of conjugate directions {c(0),..., c(k)}
obtained at each iteration, we can express the coe�cient update as

w(k) = w(k − 1) + α(k)c(k), (2.4)

where α(k) is the minimizer of the objective function along w(k − 1) + α(k)c(k).

As a result, we obtain

α(k) =
cH(k)g(k − 1)

cH(k)Rc(k)
, (2.5)

where g(k) = p−Rw(k) is the negative gradient of the objective function (residual).

The iterative equation for g(k) can be obtained by algebraic manipulations using
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the equation (2.4) and the residual equation

g(k) = g(k − 1)− α(k)Rc(k). (2.6)

Another important characteristic that we should mention is related to the

set of conjugate vectors: each new conjugate vector c(i) is generated only using

the previous vector c(i − 1) without the need of knowing the previous elements

{c(1), · · · ,c(i− 2)}. The iterative equation for c(k + 1) is composed by the current

negative gradient g(k) plus the current conjugate vector c(k) corrected as:

c(k + 1) = g(k) + β(k)c(k), (2.7)

where β(k) is used as in equation (2.8) to ensure the conjugate property and the

convergence of the algorithm. One way of computing β(k) is called the Polak-Ribiere

method:

β(k) =
(g(k)− g(k − 1))Hg(k)

gH(k − 1)g(k − 1)
. (2.8)

As can be seen in [40], the correlation matrix R and the cross-correlation p can

be estimated using an exponentially decaying window. Since the RLS algorithm also

uses both estimates, we expect that the performance of the CG and RLS algorithms

to be similar.

The correlation and cross-correlation estimation functions are given by

R(k) = λR(k − 1) + x(k)xH(k), (2.9)

p(k) = λp(k − 1) + d(k)x(k), (2.10)

wherein λ is the forgetting factor.

From these changes in equations, we can obtain another expression for the

negative gradient g(k), using only equations (2.4), (2.9) and (2.10):

g(k) = p(k)−R(k)w(k) = λp(k − 1) + d(k)x(k)

− [λR(k − 1) + x(k)xH(k)][w(k − 1) + α(k)c(k)]

= λ[p(k − 1)−R(k − 1)w(k − 1)]− α(k)[λR(k − 1)

+ x(k)xH(k)]c(k) + x(k)[d(k)− xH(k)w(k − 1)]

= λg(k − 1)− α(k)R(k)c(k) + x(k)e(k),

(2.11)

where e(k) = d(k)− xH(k)w(k − 1).

As following described, the step size in equation (2.5) can be substituted by a

new equation, computed by an inexact line search scheme. The descent property
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valid in the CG algorithm ensures the convergence if [43]:

0 ≤ cH(k)g(k) ≤ 0.5cH(k)g(k − 1). (2.12)

Multiplying equation (2.11) by cH(k), we obtain

cH(k)g(k) = λcH(k)g(k − 1)− α(k)cH(k)R(k)c(k) + cH(k)x(k)e(k). (2.13)

By applying the expected value in both sides of equation (2.13), we have

E[cH(k)g(k)] = λE[cH(k)g(k−1)]−E[α(k)]E[cH(k)R(k)c(k)]+E[cH(k)]E[x(k)e(k)],

(2.14)

where in the last term c(k) was considered uncorrelated with x(k) and e(k) and the

input and error are orthogonal in mean when the algorithm converges. Using the

Wiener-Hopf equation Rw∗ = p and assuming that the algorithm converges, the

last term tends to zero. Then, the expected value of the step size can be isolated as

E[α(k)] =
λE[cH(k)g(k − 1)]− E[cH(k)g(k)]

E[cH(k)R(k)c(k)]
. (2.15)

Therefore, using the inequality (2.12) and equation (2.15), we have

(λ− 0.5)
E[cH(k)g(k − 1)]

E[cH(k)R(k)c(k)]
≤ E[α(k)] ≤ λ

E[cH(k)g(k − 1)]

E[cH(k)R(k)c(k)]
. (2.16)

Finally, from inequalities (2.16), the modi�ed step size in the coe�cient update

is obtained

α(k) = η
cH(k)g(k − 1)

cH(k)Rc(k)
, (λ− 0.5) ≤ η ≤ λ. (2.17)

2.2.2 Problem Statement

In this subsection, the proposed data selection method is explained in more

detail, and hence the Data Selective Conjugate Gradient algorithm is proposed [21,

42]. The main goal of the data selection technique is to reduce the computational

cost and to show that the use of all available information may not be necessary. In

many applications based on adaptive �ltering, updating the �lter coe�cients with

a certain probability produces almost the same results as when the coe�cients are

updated 100% of the time. Therefore, some coe�cient updates can be avoided.

This method presents di�erent con�gurations depending on the application we

are dealing with. But regardless of the application, the �lter output is formulated

as

y(k) = wH(k − 1)x(k), (2.18)
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where x(k) = [x0(k) x1(k) . . . xN−1(k)]T is the input applied to the adaptive �lter

and w(k− 1) = [w0(k− 1) w1(k− 1) . . . wN−1(k− 1)]T represents the adaptive �lter

coe�cients. The error is given by

e(k) = d(k)− y(k) = d(k)−wH(k − 1)x(k), (2.19)

where d(k) is the desired signal.

As illustrated in Figure 2.3, the data selection method uses the error signal e(k)

to determine if the current data carries innovative information, and depending on

the result, the �lter coe�cients will be updated. The center interval (in light blue)

corresponds to non-informative values, whereas the edge intervals (in red) represent

possible outliers. Both regions are discarded throughout process iterations. The

probability Pup de�nes the threshold established for deciding whether we update

the algorithm coe�cients, this value is explained in more detail shortly.

Figure 2.3: Data selection strategy.

In the previously mentioned applications, the error distribution is assumed as

Gaussian,

e ∼ N (0, σ2
e) (2.20)

where σ2
e is the error variance. By normalizing the error distribution, we obtain

e

σe
∼ N (0, 1). (2.21)

The objective function plays a crucial role in performing the coe�cient update.

One of the most common objective functions is the instantaneous squared error

J(w(k − 1)) =
1

2
|e(k)|2, (2.22)
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where | · | denotes the absolute value.
Using the normalized error (2.21) and objective function (2.22), the update rule

for the adaptive �lter coe�cients can be established. The decision criteria for not

updating the coe�cients are as follows: if the |e(k)|
σe

is greater than a given threshold√
τ(k) (explained in more detail soon) or if the |e(k)|

σe
is below another threshold

√
τmax. In equation (2.22) these rules are incorporated by

J ′(w(k − 1)) =

1
2
|e(k)|2, if

√
τ(k) ≤ |e(k)|

σe
<
√
τmax

0, otherwise.
(2.23)

Since the update depends of the objective function, the update rule for the

coe�cients is written as

w(k) =

w(k − 1) + u(k),
√
τ(k) ≤ |e(k)|

σe
<
√
τmax

w(k − 1), otherwise,
(2.24)

where the term u(k) depends on the adaptive algorithm employed. Since we want

to represent how often the data are updated, we describe the desired probability of

update Pup(k) as

Pup(k) = P

{
|e(k)|
σe

>
√
τ(k)

}
− P

{
|e(k)|
σe

>
√
τmax

}
. (2.25)

By considering the distribution in (2.21), equation (2.25) in steady-state becomes

Pup = 2Qe

(√
τ
)
− 2Qe (

√
τmax) , (2.26)

where Qe(·) is the complementary Gaussian cumulative distribution function, given

by Qe(x) = 1/(2π)
∫∞
x
exp(−t2/2)dt [44]. The probability P

{
|e(k)|
σe

>
√
τmax

}
is

omitted as a result of this value being too small, even when outliers are present in

the dataset. Therefore, the parameter
√
τ can be obtained from the equation (2.26)

as
√
τ = Q−1

e

(
Pup

2

)
, (2.27)

where Q−1
e (·) is the inverse of the Qe(·) function. We point out that in the system

identi�cation application, the minimum MSE in steady-state is σ2
n, the variance of

the measurement noise n(k). Furthermore, σ2
e is expressed as a function of the noise

variance

σ2
e = (1 + ρ)σ2

n, (2.28)

so the excess MSE is rewritten as ρσ2
n. Consequently, the update of coe�cients is

performed according to a scaled power noise, τ(k)σ2
n [19�21], since the term of the
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excess MSE is negligible. Therefore an equivalent expression to equation (2.25) for

the identi�cation system application is derived as

Pup(k) = P

{
|e(k)|
σn

>
√
τ(k)

}
− P

{
|e(k)|
σn

>
√
τmax

}
(2.29)

resulting in the following modi�cations in equations (2.26) and (2.27)

Pup = 2Qe

(
σn
√
τ

σe

)
− 2Qe

(
σn
√
τmax

σe

)
(2.30)

√
τ =

√
(1 + ρ)Q−1

e

(
Pup

2

)
. (2.31)

The threshold for outliers, τmax, is planned from a statistical concept, called

empirical rule [45]. The values exceeding the threshold are identi�ed as outliers.

Initially, in the �rst 20% of data, the threshold is not taken into account, hence

obtaining an estimate of the error behavior. For the remaining iterations, it is

calculated by
√
τmax = E[|e(k)|/σe] + 3Var[|e(k)|/σe]. (2.32)

Since the expression (2.21) represents a Gaussian distribution, the empirical rule

is used in this problem to detect outliers.

An estimate to variance error is

σ2
e = (1− λe)e2(k) + (λe)σ

2
e , (2.33)

where λe is a forgetting factor.

Under our assumptions regarding the error distribution, E[e(k)] = 0 and thus

σ2
e = E[e2(k)] = ξ(k), (2.34)

where ξ(k), as k →∞, is the steady-state MSE obtained by the algorithm employed.

The �lter application and the employed algorithm play fundamental role in the

expression of ξ(k). In the following pages, the steady-state MSE is computed for

some adaptive �lter applications.

A. System identi�cation

System identi�cation is one of the most important applications in adaptive

�ltering. The desired signal can be formulated as

d(k) = wo
Hx(k) + n(k), (2.35)
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where wo is the optimal coe�cient, x(k) is the input vector and n(k) is the Gaussian

noise with zero mean and variance σ2
n. Therefore, replacing (2.35) in (2.19), the

expression for the MSE can be expressed as

ξ(k) = E[e2(k)] = E[n2(k)]− 2E[n(k)∆wH(k − 1)x(k)]

+ E[∆wH(k − 1)x(k)xH(k)∆w(k − 1)],
(2.36)

in which ∆w(k − 1) = w(k − 1) − wo. Assuming that the noise and inputs are

uncorrelated, the second term in (2.36) is zero and we obtain the following result

ξ(k) = σ2
n + ξexc(k), (2.37)

where ξexc(k) is the excess MSE and E[n2(k)] = σ2
n. Since the excess MSE is a

function of the additional noise:

ξ(k) = σ2
e = (1 + ρ)σ2

n. (2.38)

The expression suitable for ρ in the CG algorithm case is the same as in the RLS

algorithm. This result is due to the equivalence between CG and RLS algorithms

in steady state [1], as discussed below in more detail.

The �lter coe�cients in steady state satisfy w(k) ≈ w(k − 1). Thus, one can

obtain α(k)c(k) ≈ 0 in (2.4). Therefore, multiplying both sides in equation (2.17)

by α(k), it is possible to yield α(k) ≈ 0. Thereby, equation (2.6) becomes g(k) ≈
g(k − 1) and, in equation (2.8) we have β(k) ≈ 0. Following the theory, by using

equation (2.7), we can verify that c(k + 1) ≈ g(k) and replacing this result in

(2.17), one can show that g(k) ≈ 0. Since g(k) is de�ned as the negative gradient

of the objective function, we are led to infer that w(k) ≈ R−1(k)p(k), which is

the same result obtained in RLS algorithm. In addition, CG and RLS algorithms

estimate matrix R and vector p by using equations (2.9) and (2.10), respectively.

As a result, it can be stated that the CG and RLS algorithms are equivalent in

steady-state, giving rise to the following expression for misadjustment [1]:

ρ =
ξexc

ξmin

≈ (N + 1)
Pup(1− λ)

2− Pup(1− λ)
, (2.39)

where ξmin is the minimum MSE.

As established above, w(k) = R−1(k)p(k) = R−1p = wo, when k tends to

in�nity and equations (2.9) and (2.10) are used to estimate R and vector p. Using

these conclusions, the derivation of the equation (2.40) follows the same steps as the
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RLS algorithm, see [1] (pp. 226):

∆w(k) = λR−1(k)R(k − 1)∆w(k − 1) + R−1(k)x(k)e(k) (2.40)

where ∆w(k) = w(k)−wo.

Considering that the DS-CG updates take place only when there is informative

data, we can apply an analytical model containing the desired probability of update

Pup:

∆w(k) = ∆w(k − 1)

+Pup[λR−1(k)R(k − 1)− I]∆w(k − 1)

+PupR
−1(k)x(k)eo(k). (2.41)

Using the equation above and a similar derivation of the excess MSE in [1], pp.

226-229, we obtain the equation (2.40).

B. Signal Prediction

In the signal prediction application, the desired signal d(k) is an advanced version

of the input signal x(k). Therefore, from the error signal,

e(k) = x(k + L)−wH(k − 1)x(k), (2.42)

and the MSE expression

ξ(k) = E[e2(k)] = E[(x(k + L)−wH(k − 1)x(k))2], (2.43)

it is possible to derive an expression for the minimum MSE [1]:

ξmin(k) = r(0)−wH
o


r(L)

r(L+ 1)
...

r(L+N)

 , (2.44)

where wo is the optimal coe�cients of the predictor and r(l) = E[x(k)x(k − l)]

for a stationary process. In the prediction case, equation (2.44) can estimate σ2
e at

iteration k, simply by replacing wH
o by w(k− 1), since in steady-state this is a good

estimate. We estimate r(l) through r(l) = λpredr(l− 1) + (1− λpred)x(k)x(k− l), in
which 0 < λpred < 1 is a forgetting factor.
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C. Equalization

In the equalization case, the desired signal is a delayed version of the input signal

and the adaptive �lter input is composed by the received signal applied in a channel

plus a noise as seen at the end of Subsection 2.1. Thus, the error signal can be

written as

e(k) = d(k)−wH(k − 1)x(k) = s(k − L)−wH(k − 1)(Hs(k) + n(k)), (2.45)

where H ∈ CN×L is the �nite impulse response (FIR) channel convolution

matrix, s(k) = [s0(k) s1(k) . . . sL−1(k)]T ∈ RL is the input signal and n(k) =

[n0(k) n1(k) . . . nN−1(k)]T ∈ RN is the noise drawn from an independent Gaussian

distribution with zero mean and variance σ2
n. Therefore, we can compute the MSE

as

ξ(k) = E[e2(k)] = E[(d(k)− y(k))2] = E[(s(k − L)−wH(k − 1)(Hs(k) + n(k)))2]

= σ2
s − 2E[sH(k − L)(wH(k − 1)(Hs(k) + n(k)))] + E[(wH(k − 1)(Hs(k) + n(k)))2]

= σ2
s − 2wH(k − 1)HE[sH(k − L)s(k)] + wH(k − 1)HE[sH(k)s(k)]HHw(k − 1)

+ wH(k − 1)E[nH(k)n(k)]w(k − 1) = σ2
s − 2wH(k)Hrl

+ wH(k − 1)(HHRH + INσ
2
n)w(k − 1)

≈ σ2
s(1− 2wH(k − 1)hl + wH(k − 1)HHHw(k − 1)) + σ2

nw
H(k − 1)w(k − 1),

(2.46)

where R is the autocorrelation matrix of the signal received in the input, rl is the

l-th column of the autocorrelation matrix, and we denote hl = Hrl. Furthermore,

we are assuming that the inputs and the additional noise are uncorrelated.

When the channel model is unknown, a practical way of computing the data-

selection threshold is estimating the output error variance by (2.33).

D. Signal enhancement

In the signal enhancement case, the desired signal is a signal corrupted by a noise

d(k) = s(k) + n1(k). (2.47)

Using another noise correlated with the noise established in (2.47) as being the

adaptive �lter input

x(k) = n2(k), (2.48)

the error signal e(k) will be an enhancement version of d(k) and the adaptive �lter

output y(k) will be the actual error. For this reason, in this signal enhancement

application, the MSE is calculated based on the variance of y(k) instead of e(k).
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Hence, the MSE expression for signal enhancement is obtained as

ξ(k) = σ2
y = E[y2(k)] = E[(wH(k − 1)n2(k))2] = σ2

n2
(k)||w(k − 1)||22. (2.49)

Table 2.1: Data-Selective Conjugate Gradient algorithm

DS-CG algorithm

Initialize

λ, η with (λ− 0.5) ≤ η ≤ λ, w(0) = random vectors or zero vectors

R(0) = I, g(0) = c(1) = zeros(N + 1,1), γ = small constant for regularization

Prescribe Pup, and choose τmax
√
τ =

√
(1 + ρ)Q−1(Pup

2
)

For system identi�cation use ρ = (N + 1) Pup(1−λ)

2−Pup(1−λ)
and σ2

e = (1 + ρ)σ2
n.

For prediction, equalizer and enhancement use σ2
e = (1− λe)e2(k) + (λe)σ

2
e ,

where λe is chosen.

Do for k > 0

acquire x(k) and d(k)

e(k) = d(k)−wH(k − 1)x(k)

δ(k) =


0, if −

√
τ ≤ |e(k)|

σe
≤
√
τ

0, if |e(k)|
σe
≥ √τmax

1, otherwise

if δ(k) = 0

w(k) = w(k − 1)

if |e(k)|
σe
≥ √τmax

e(k) = 0, d(k) = 0

end if

else

R(k) = λR(k − 1) + x(k)xH(k)

α(k) = η cH(k)g(k−1)
[cH(k)R(k)c(k)+γ]

g(k) = λg(k − 1)− α(k)R(k)c(k) + x(k)e(k)

w(k) = w(k − 1) + α(k)c(k)

β(k) = [g(k)−g(k−1)]Hg(k)
[gH(k−1)g(k−1)+γ]

c(k + 1) = g(k) + β(k)c(k)

end if

end
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We can observe from in Table 2.1 that in the DS-CG algorithm the error signal

e(k) is calculated before the coe�cient update, avoiding extra computations in

equations (2.9), (2.4), (2.11), (2.8) and (2.7). Moreover, the parameter ρ is null in

prediction, equalizer and enhancement applications and de�ned in equation (2.39)

for the system identi�cation cases.

2.2.3 Simulation Results

In this subsection, in order to illustrate our contributions, the data selection

method is applied in some examples, using both synthetic and real-world data to

verify the performance of the DS-CG algorithm. The probability of update varies

from 0% to 100% and it is compared to the estimated probability of update P̂up to

verify the e�ciency of the estimate. All simulations presented in this chapter are

obtained by the average of 200 independent Monte Carlo runs. The algorithms in

this chapter are implemented in MATLAB and available online on GitHub [46]. The

simulations are performed in a computer with Intel Core i7-7500U CPU 2.70GHz

x4 processor and 15.5 GB of memory.

A. System identi�cation

In this application, our goal is to identify an unknown system, described as:

h = [0.1010 0.3030 0 − 0.2020 − 0.4040 − 0.7071 − 0.4040 − 0.2020]T . (2.50)

The desired output is written as d(k) = hTx(k)+n(k), wherein the input x(k) is

obtained from a Gaussian distribution with zero mean and unit variance, and n(k)

consists of a Gaussian noise with zero mean and variance σ2
n = 10−3. Two cases are

considered in the experiment: �rst-order and fourth-order AR processes, given by

x(k) = 0.88x(k − 1) + n1(k),

x(k) = −0.55x(k − 1)− 1.221x(k − 2)− 0.49955x(k − 3)

− 0.4536x(k − 4) + n2(k),

where n1(k) and n2(k) are Gaussian noises with zero mean and uncorrelated with

each other and with the additional noise n(k). The variances σ2
n1

and σ2
n2

are

chosen so that the input variance is unitary. The �lter order is N = 7 to ensure

the convergence of the �lter coe�cients. The parameters chosen for the system

identi�cation are λ = 0.98, η = 0.48 and γ = 10−4.

The results for the learning curves in the fourth-order and the �rst-order AR
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processes are presented in Figure 2.4a and 2.5a, respectively. We can observe that

the CG algorithm present fast convergence to the steady-state. In particular, the

order increase of the input signal does not interfere with the result of the fourth-

order case. The estimated probability of update depicted in Figures 2.4b and 2.5b,

is closer to the prescribed probability of update.
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Figure 2.4: Simulation A: Fourth-order AR input signal, (a) Learning curves for the
data selection and (b) Comparison between the desired Pup and achieved P̂up.
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Figure 2.5: Simulation A: First-order AR input signal, (a) Learning curves for the
data selection and (b) Comparison between the desired Pup and achieved P̂up.

In another example, using the fourth-order input signal, we consider that the

outliers are present in the desired signal d(k). The outlier signal is included in

1% of the reference signal with an amplitude equal to �ve. The misalignment in

the adaptive �lter coe�cients is measured and it is de�ned as ||w(k)−wo||
||wo|| , where wo

represents the optimal coe�cients for the system identi�cation problem. As observed

in Table 2.2, the misalignment is greater when outliers are present but ignored. The
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level of misalignment achieved when considering outliers for Pup = 0.3 approaches

the one in which no outliers are present with Pup = 1. As a result, we obtain a

satisfactory average misalignment for Pup = 0.1 when compared with the case that

no outliers are present and Pup = 1.

Table 2.2: Misalignment with outliers, in dBs.

Outlier yes yes yes no

τmax on yes no yes no

Pup 0.3 0.3 0.1 1

Average Misalignment (dB) DS-CG −33.29 −15.25 −30.47 −33.37

B. Signal Prediction

The speci�cation of the data considered in this subsection is provided by Google

RE<C Initiative in [47]. The data consists of the wind speed recorded by �ve sensors

on May 25th, 2011. The data are divided into 40 sets of size 8192 in order to use

the Monte Carlo method.

The parameters chosen for the application are λ = 0.98, η = 0.48 and γ = 10−4.

The �lter order employed is N = 7. Figure 2.6a illustrates the comparison between

the estimated probability of update P̂up and the prescribed probability of update

Pup. We can observe that the estimation obtained in the CG algorithm always

achieves a value close to the prescribed probability. The comparison between the

predicted signal y(k) and reference signal d(k) is shown in Figure 2.6b for Pup = 0.4.

Indeed, a good performance is achieved even if the number of updates is reduced,

thus it is not necessary to use all data to obtain an accurate prediction.

The evolution of the MSE can be seen in Figure 2.7. It is noted that the algorithm

attains a fast convergence to the steady state.

C. Equalizer

In this subsection, �nite impulse response (FIR) channel provided by The Signal

Processing Information Base repository [48] are considered. Also, the complex

channel taps were obtained from digital microwave radio systems measurements.

The FIR model frequency response is illustrated in Figure 2.8a (in black).

A random Gaussian variable is attributed to the transmitted signal s(k) with

zero mean and unitary variance. The signal traverses the complex channel and it is

corrupted by a Gaussian noise with variance σ2
n = 10−3. The parameters chosen in

22



2 4 6 8 10

0

0.2

0.4

0.6

0.8

1

(a)

8000 8050 8100 8150
0.5

0.6

0.7

0.8

0.9

1

(b)

Figure 2.6: Simulation B: (a) Comparison between the desired Pup and achieved P̂up

by the DS-CG algorithm and (b) Comparison between the desired signal and the
predicted by the DS-CG algorithm for Pup = 0.4.
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Figure 2.7: Simulation B: Learning curves for data selection in Pup = 0.4 and
Pup = 1.

the con�guration of the algorithm were λ = 0.9995, η = 0.49 and γ = 10−4. In this

case, we need a �lter with higher order, so that we set N = 100. The error variance

was estimated as in equation (2.33) for b = 0.9999.

As we are in a complex signal case, after the coe�cients �lter converge to

their steady-state, the probability of update for white circularly-symmetric Gaussian

input signals is modeled as Rayleigh probability distribution function given by

1− Pup = FE(x) =

[
1− exp−

x2

2σe

]
u(x), (2.51)

where the u(x) is the unit step function and x =
√
τσn. Assuming that σe ≈ σn,
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the formula to the threshold is obtained as

τ = 2 ln

(
1

Pup

)
, (2.52)

where ρ = 0. In Figure 2.8a the performance of the DS-CG algorithm is shown,

for Pup = 1 and Pup = 0.4, and the �lter output is an equalized version of the

transmitted signal s(k), i.e., the algorithm tries to invert the channel frequency

response. The estimated probability of update P̂up is quite close to the real

probability of update Pup as can be noticed in Figure 2.8b.
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Figure 2.8: Simulation C: (a) Frequency response of the channel and the data-
selective �lter (b) Comparison between the desired Pup and achieved P̂up by the
algorithm.
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Figure 2.9: Simulation C: Comparison between the transmitted and the recovered
signals by the DS-CG algorithm for (a) Pup = 0.4 and (b) Pup = 1.

By comparing Figure 2.9a and 2.9b, it is possible to obtain the transmitted signal

from only 40% of the input data with almost the same accuracy obtained as when
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100% of the input data is used. Again we note that the data selection method is

bene�cial when jointly used in the CG algorithm. The result in Figure 2.10 further

highlights the power of the data selection method since the learning curve in DS-CG

with Pup = 0.4 yields similar results to the DS-CG algorithm with Pup = 1.
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Figure 2.10: Simulation C: Learning curves for data selection in Pup = 0.4 and
Pup = 1.

2.3 Concluding Remarks

In this chapter, the proposed data selection method is tested in the main adaptive

�ltering applications. The method was applied to the CG algorithm with some

modi�cations depending on the application. In all the simulations, data selection

achieves excellent performance even when less than 50% of times the coe�cients are

updated, leading to consistent results.
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Chapter 3

Data Selection in Kernel Conjugate

Gradient Algorithm

As seen in the previous chapter, the classical adaptive �ltering algorithms consist

of adapting the coe�cients of linear �lters in real-time. However, some applications

includes phenomena that cannot be well modeled with linear adaptive systems.

Although linear models may perform reasonable in some of these cases, the demand

for high-speed communications and the improvements in the computer capacity in

processing information drives the exploration of more sophisticated techniques.

Currently, one popular method used to improve performance in these applications

is the kernel adaptive �lter. In this chapter, the main concepts concerning

kernel adaptive �ltering are presented. Subsequently, the performance of the data

selection method is veri�ed in some applications exploiting the kernel conjugate

gradient (KCG) algorithm. The data selection KCG (DS-KCG) algorithm is

proposed originally in this work.

3.1 Kernel Conjugate Gradient

In the last two decades, the interest on applying kernel methods to nonlinear

problems tackled by the Machine Learning and Signal Processing areas has been

growing. In addition to adaptive �ltering studied in this dissertation, we can name

other nonlinear algorithms capable of operating with kernels, such as Support Vector

Machines, Gaussian Processes, Kernel Principal Component Analysis (KPCA) and

many others [2, 3, 28, 49, 50].

In this work, we propose the Kernel Conjugate Gradient (KCG) algorithm [51�

54], in which the output �lter consists of the linear combination of a function of the

input vectors, applying a technique called kernel trick. This approach, in simple

words, consists of employing an arti�ce to avoid the need for explicit mappings
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that, when mapping a linear algorithm is transformed to work in a non-linear space

by kernels (kernelization process). Our interest in high-dimensional (or in�nite-

dimensional) space is connected to Hilbert Spaces [55, 56], denoted by H, the

equivalent of Euclidean Space (�nite-dimensional vector space) with its operations.

One advantage of using the KCG algorithm is that it converges faster than the

kernel least mean squares (KLMS) algorithm [57, 58]. When compared to the kernel

recursive least squares (KRLS) algorithm [59�61], in most applications both are

equally fast. However, the computational cost of the KCG algorithm is lower than

for the KRLS algorithm.

In this section, we study the KCG algorithm in online mode without the inclusion

of the exponential decaying method. When working with online applications, we are

concerned about the increase in the number of coe�cients as the amount of samples

grows. In order to mitigate this e�ect, the data selection method is employed in this

chapter along with the possible application of some online sparsi�cation method

[59, 60, 62].

We introduce the Data Selection Kernel Conjugate gradient (DS-KCG)

algorithm, which resembles the DS-CG algorithm by considering only relevant and

non-redundant data to update the �lter coe�cients, thus reducing the computational

cost. Before presenting the DS-KCG, we introduce the theory related to the kernel

functions and Hilbert Spaces. Then, to verify the performance of the proposed

DS-KCG algorithm, we perform simulations in various applications.

3.1.1 Concepts of the Kernel Method

There are cases where the canonical inner product of the Euclidean Spaces is

not suitable to measure the resemblance between two vectors. One possible solution

is to apply nonlinear transformations on the input vector. The strategy consists

of mapping the entries into a generalization of a Euclidean Space which might be

in�nite-dimensional, known as the Hilbert Space. In the function below, the input

vector is mapped into the Hilbert Space H, called feature space

υ : X → H (3.1)

where X is a subset of RN and υ is known as feature function (Figure 3.1).

In the kernel method, we make use of a function, κ(·,·) : X × X → R, where
two vectors are mapped to a real value. This operation is known as the kernel

function whose main task is to provide a measure of the similarity between two

vectors mapped into H, i.e.,

κ(x1,x2) = 〈υ(x1),υ(x2)〉H (3.2)
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Figure 3.1: Kernel mapping representation

where 〈·,·〉H is the inner product in the Hilbert Space H. A useful kernel function

should present analogous properties of the inner product in Euclidean Spaces:

• Symmetry: κ(x1,x2) = κ(x2,x1), for ∀x1,x2 ∈ X ;

• Positive-de�niteness: κ(x1,x1) ≥ 0, for ∀x1 ∈ X ;

• Cauchy-Schwarz inequality: |κ(x1,x2)| ≤
√
κ(x1,x1)κ(x2,x2), for ∀x1,x2 ∈

X .

Additionally, the kernel function is called reproducing kernel if it satis�es:

1. ∀x ∈ X , κ(x,·) ∈ H, meaning that all real valued functions of x are generated

by this kernel;

2. The reproducing property, de�ned as

De�nition: For each function f(·) ∈ H and each x ∈ X , we have

f(x) = 〈f(·),κ(·,x)〉H. (3.3)

Particularly, if f(·) = κ(·,x), then

κ(x,x′) = 〈κ(·,x′),κ(·,x)〉H. (3.4)

A Hilbert Space H is considered a reproducing kernel Hilbert Space (RKHS) if

it ful�lls these two properties. We also may conclude that υ(x) = κ(·,x).
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Similarly to the correlation matrix in the classic adaptive �ltering, the Gram

matrix is de�ned as

K(k) =



κ(x(k − I),x(k − I)) κ(x(k − I),x(k − I + 1)) . . . κ(x(k − I),x(k))

κ(x(k − I + 1),x(k − I)) κ(x(k − I + 1),x(k − I + 1)) . . . κ(x(k − I + 1),x(k))

...
...

. . .
...

κ(x(k),x(k − I)) κ(x(k − I),x(k − 1)) . . . κ(x(k),x(k))


,

(3.5)

wherein I+1 is the number of input vectors included in the data dictionary until the

iteration k. The Gram Matrix plays an important role in kernel adaptive �ltering,

since it assembles the similarity among I + 1 input signal vectors. A Mercer Kernel

[63] is a function κ(·,·) whose Gram matrix is continuous, symmetric and positive-

de�nite. In this text, any Gram matrix should be positive-de�nite. One of the

main theorems in this area is the Mercer Theorem [63, 64]; it establishes that any

reproducing kernel κ(x,x′) can be rewritten as

κ(x,x′) =
∞∑
i=1

aiqi(x)qi(x
′), (3.6)

where the ai and qi(·), for i = 1,2, · · · , correspond to the eigenvalues and

eigenfunctions of the Gram matrix K, respectively. Since the eigenvalues are non-

negative, there exists a map φ de�ned as

φ(x) = [
√
a1q1(x),

√
a2q2(x), · · · ], (3.7)

where φ can be in�nite-dimensional. Therefore, it is possible to conclude that

κ(x,x′) = φ(x)Tφ(x′) = 〈φ(x),φ(x′)〉H. (3.8)

Furthermore, the function φ de�ned above is identical to the one introduced in

equation (3.1), i.e., φ(x) = υ(x). Equation (3.8) is the fundamental key to the

success of kernel methods. We use a technique known as kernel trick, in which

the input data is mapped into a high-dimensional space (Figure 3.1) through a

reproducing kernel, such that the inner product in the Hilbert Space is computed

using this equation. The advantage is avoiding more complex computations in the

high-dimension space while implementing the algorithm.

In our optimization problem related to Kernel Adaptive �ltering, given the data

samples {(x(1), d(1)), (x(2), d(2)), · · · , (x(I + 1), d(I + 1))}, the main goal is to �nd

the optimal solution for a linear functional ϕ by seeking to minimize the mean
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squared errors (MSE):

min
ϕ∈H∗

I+1∑
i=1

|d(i)− 〈υ(x(i)),ϕ〉H|2, (3.9)

whereH∗ is the dual space ofH. It is shown by the representer theorem [65] that the

optimal solution can be expressed as a linear combination of the functions mapped

in the input data:

ϕo =
I+1∑
i=1

ζiυ(x(i)), (3.10)

where ζi are the kernel coe�cients.

By replacing the optimal solution (3.10) in equation (3.9), we obtain a modi�ed

optimization problem
min

ζ∈RI+1
‖d−K(I + 1)ζ‖2

2 (3.11)

where d = [d(1), · · · , d(M)]T is the desired vector, ζ = [ζ1, ζ2, · · · , ζI+1] are the

coe�cients to be minimized and K(I + 1) is the Gram matrix de�ned in equation

(3.5) whose (k,l)-th element is κ(x(I + 1− k),x(I + 1− l)).
Some examples of kernel functions used in applications are shown below:

• Cosine similarity kernel:

κ(x,x′) =
xTx′

‖x‖2 ‖x′‖2

, (3.12)

where this kernel function measures the angle between the vectors x and x′.

• Sigmoid kernel:

κ(x,x′) = tanh(axTx′ + b), (3.13)

with a and b real numbers. This sigmoid kernel function does not have a

positive-de�nite Gram matrix but is used in some situations such as Neural

Networks.

• Polynomial kernel:

κ(x,x′) = (axTx′ + b)n, (3.14)

where a ∈ R, b ≥ 0, and n ∈ N. If b 6= 0, this kernel is called inhomogeneous

polynomial kernel. The value b is non-negative to guarantee that the Gram

matrix is positive-de�nite.
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• Gaussian kernel:

κ(x,x′) = e
1
2

(x−x′)TΣ−1(x−x′) = e
1
2

∑I
i=0

1

σ2
i

(xi−x′i)2
, (3.15)

where Σ is a diagonal matrix whose diagonal values are equal to σ2
i , for i =

0, 1, · · · , I. In some situations, σ2
i = σ2 is used. The feature space for the

Gaussian case is in�nite dimensional.

3.1.2 Online Kernel Conjugate Gradient

In this subsection, to simplify mapping operations and computation of the inner

product in the feature space, we introduce the Kernel Conjugate Gradient (KCG)

solution based on a least squares solution, called Conjugate Gradient Least Squares

(CGLS) [66]. In this case, the optimization problem consists of minimizing of the

following least squares problem

min
w

∥∥d−XTw
∥∥2

2 (3.16)

where X = [x(1),x(2), · · · ,x(M)] is the input data matrix and w is the vector

containing the adaptive �lter coe�cients. These algorithms work o�ine, that is, all

information {X,d} is available from the start. However, before applying the data

selection method, we will formulate the algorithm so that the available information

is updated at each iteration, deriving an online algorithm.

This version of the CG algorithm is derived through an algebraic rearrangement

in basic conjugate gradient [29, 67, 68]. Hence, we start by formulating the basic

CG algorithm and then the CGLS algorithm to �nally arrive at the KCG algorithm.

In the CG algorithm presented in the previous chapter, the modi�cations performed

to obtain the basic CG algorithm are in the equations de�ning α(k), β(k) and g(k).

The �rst one is obtained in equation (3.17) using equation (2.7),

α(k) =
cT (k)g(k − 1)

cT (k)Rc(k)
=

(gT (k − 1) + β(k − 1)cT (k − 1))g(k − 1)

cT (k)Rc(k)

=
gT (k − 1)g(k − 1)

cT (k)Rc(k)

(3.17)

where we de�ne η = 1 and cT (k−1)g(k−1) = 0, since the negative gradient g(k−1)

is orthogonal to the directions c(i) for 1 ≤ i ≤ k−1. In the second step factor β(k),

equation (3.18) has the following form,

β(k) =
g(k)Tg(k)

gT (k − 1)g(k − 1)
. (3.18)
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The gradient equation adopted in this algorithm was introduced in the expression

(2.6). Utilizing the derived equations (3.17), (2.4), (2.6), (3.18) and (2.7), the basic

CG algorithm is illustrated in Table 3.1.

Table 3.1: Basic Conjugate Gradient algorithm

Basic CG algorithm

Initialize

X = [x(1),x(2), · · · ,x(M)], d = [d(1), · · · ,d(M)], R = XXT , p = Xd

w(0) = random vectors or zero vectors

g(0) = c(1) = zeros vectors or (p−Rw(0)), γ = small constant for regularization

Do for k > 0

α(k) = gT (k−1)g(k−1)
[cT (k)Rc(k)+γ]

w(k) = w(k − 1) + α(k)c(k)

g(k) = g(k − 1)− α(k)Rc(k)

β(k) = gT (k)g(k)
[gT (k−1)g(k−1)+γ]

c(k + 1) = g(k) + β(k)c(k)

end

As mentioned earlier, the CGLS algorithm is formulated from a small algebraic

rearrangement in the basic CG algorithm. These modi�cations are performed in

equations (3.19) and (3.20),

α(k) =
gT (k − 1)g(k − 1)

cT (k)Rc(k)
=

gT (k − 1)g(k − 1)

(cT (k)X)(XTc(k))
=

gT (k − 1)g(k − 1)

vT (k)v(k)
(3.19)

g(k) = g(k − 1)− α(k)Rc(k) =⇒ z(k) = z(k − 1)− α(k)v(k) (3.20)

where R = XXT , v(k) = XTc(k) and g(k) = Xz(k). The CGLS algorithm is

outlined below in Table 3.2.

These o�ine algorithms converge to the optimal solution in at most N iterations,

but in some applications, it is desirable to �nish the procedure before the N -th

iteration. One of the stopping criteria for the basic CG and CGLS algorithms is

the condition ‖α(k)c(k)‖2 ≤ ε, where ε is a norm tolerance such that when this

condition is satis�ed, the algorithm stops [29].

Since both algorithms solve equivalent optimization problems, the main

properties related to the CGLS algorithm are the same as the basic CG algorithm,

as listed below [29]:

• Conjugate property: vT (i)v(j) = cT (i)Rc(j) = 0 for all i 6= j and R = XXT ;
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Table 3.2: Conjugate Gradient Least Squares algorithm

CGLS algorithm

Initialize

X = [x(1),x(2), · · · ,x(M)], d = [d(1), · · · ,d(M)], w(0) = random vectors or zero vectors

z(0) = (dT − XTw(0)), g(0) = Xz(0), c(1) = g(0)

Do for k > 0

v(k) = XTc(k)

α(k) = gT (k−1)g(k−1)
vT (k)v(k)

w(k) = w(k − 1) + α(k)c(k)

z(k) = z(k − 1)− α(k)v(k)

g(k) = Xz(k)

β(k) = gT (k)g(k)
gT (k−1)g(k−1)

c(k + 1) = g(k) + β(k)c(k)

end

• Orthogonality of the gradient vector g(k) to the previous gradient vectors:

gT (k)g(i) = 0 for 0 ≤ i ≤ k − 1;

• The gradient vector g(k) is orthogonal to the directions vectors c(i) previously

obtained: gT (k)c(i) for 0 ≤ i ≤ k;

• The spaces spanned by {g(0),g(1), · · · ,g(k−1)} and {c(1),c(2), · · · ,c(k)} are
the same linear space.

As shown above, the CGLS and the basic CG algorithms have the same

properties, and henceforth the CGLS will be referred to as CG.

The next step is to derive the o�ine KCG algorithm. The coe�cient vector w(k)

is transformed into the form
∑M

i=1 ζix(i), before we apply the mapping to the feature

space to achieve the kernel approach in the CG algorithm and support the use of

the kernel trick. Using the equations (2.4) and (2.7), we can rewrite the coe�cient

vector as a linear combination of the input vectors X in the following form:

w(1) = α(1)c(1) = α(1)g(0), (3.21)

w(2) = w(1) + α(2)c(2) = α(1)g(0) + α(2)(g(1) + β(1)c(1))

= (α(1) + α(2)β(1))g(0) + α(2)g(1), (3.22)

w(3) = w(2) + α(3)c(3) = w(2) + α(3)[g(2) + β(2)(g(1) + β(1)g(0))]

= (α(1) + α(2)β(1) + α(3)β(1)β(2))g(0)

+ (α(2) + α(3)β(2))g(1) + α(3)g(2). (3.23)
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To simplify the notation, we de�ne the auxiliary variable

bji =

j∏
l=i

β(l) = β(i)β(i+ 1) · · · β(j) (3.24)

with bi−1
i = 1. By induction, the general form of the coe�cient vector is

w(k) = (α(1)b0
1 + α(2)b1

1 + · · ·+ α(k)bk−1
1 )g(0)

+ (α(2)b1
2 + α(2)b2

2 + · · ·+ α(k)bk−1
2 )g(1)

+ · · ·+ α(k)bk−1
k g(k − 1)

=
k∑
i=1

(
k∑
j=i

α(j)bj−1
i

)
g(i− 1)

= X

[
k∑
i=1

(
k∑
j=i

α(j)bj−1
i

)
z(i− 1)

]

= X

(
k∑
i=1

si(k)z(i− 1)

)
= X(zr(k)s(k)) = Xζ(k) (3.25)

where Z(k) = [z(0), z(1), · · · , z(k − 1)] and s(k) = [s1(k), s2(k), · · · , sk(k)]. In

addition, the expression si(k) =
∑k−1

j=i α(j)bj−1
i + α(k)bki = si(k − 1) + α(k)bki can

follow from the derivation of equation (3.25).

In the next step, we de�ne Υ as the mapping of input matrix X into the feature

space H through the function de�ned by equation (3.1),

Υ = υ(X) = [υ(x(1)), υ(x(2)), · · · , υ(x(M))]. (3.26)

Therefore, the coe�cient vector based on the kernel approach in the feature space

is,

w(k) = υ(X)ζ(k) (3.27)

In addition to the equation (3.25), other expressions in the Table 3.2 require to

be modi�ed, since the dimension of the feature space is high, and possibly in�nite

as in the case of the Gaussian kernel. Therefore, it is not feasible to work with

some expressions used in the input space. One of the equations is v(k), the strategy

performed to deal with this obstacle consists of some algebraic manipulations and
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thus derive a recursive relation in terms of v(k − 1) and z(k − 1),

v(k) = υ(X)Tc(k) = υ(X)T (g(k − 1) + β(k − 1)c(k − 1))

= υ(X)Tυ(X)z(k − 1) + β(k − 1)υ(X)Tc(k − 1)

= Kz(k − 1) + β(k − 1)v(k − 1) (3.28)

where K = υ(X)Tυ(X) is the Gram matrix de�ned in equation (3.5) when the

algorithm has the complete data dictionary from the beginning, i.e., if the iteration

is k = i then I = i. The next expression to be modi�ed is the inner product of g(k)

and g(k),

π(k) = gT (k)g(k) = (υ(X)z(k))T (υ(X)z(k)) = zT (k)Kz(k). (3.29)

Due to the modi�cations performed in equations (3.25) and (3.28), the equation

(2.7) is no longer required in the algorithm. The remaining equations (3.18), (3.19)

and (3.20), arise slightly di�erent variables,

β(k) =
gT (k)g(k)

gT (k − 1)g(k − 1)
=

π(k)

π(k − 1)
(3.30)

α(k) =
gT (k − 1)g(k − 1)

vT (k)v(k)
=

π(k − 1)

vT (k)v(k)
(3.31)

r(k) = r(k − 1)− α(k)v(k) (3.32)
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Table 3.3: O�ine Kernel Conjugate Gradient algorithm

O�ine KCG algorithm

Initialize

Choose kernel function (K), z(0) = dT = [d(1), · · · ,d(M)]T

v(1) = Kz(0), π(0) = zT (0)Kz(0), β(0) = 1, ζ(0) = 0

Do for k > 0

α(k) = π(k−1)
vT (k)v(k)

b = 1

sk(k − 1) = 0

Do for i = k,k − 1, · · · ,1
si(k) = si(k − 1) + α(k)b

b = bβ(i)

end

z(k) = z(k − 1)− α(k)v(k)

π(k) = z(k)TKz(k)

β(k) = π(k)
π(k−1)

v(k + 1) = Kz(k) + β(k)v(k)

ζ(k) =


| | |

z(1) · · · z(k)

| | |



s1(k)
...

sk(k)


end

The online version of the KCG algorithm can be derived from the o�ine KCG

algorithm outlined in Table 3.3. At iteration k, we consider that the information

available is

X(k) = [x(1),x(2), · · · ,x(k)] and d(k) = [d(1), d(2), · · · , d(k)]T . (3.33)

By mapping this matrix X(k) into the feature space H through the feature

function υ,

Υ(k) = υ(X(k)) = [υ(x(1)), υ(x(2)), · · · , υ(x(k))]. (3.34)

The matrix K(k) can be obtained from a recursive relation with K(k − 1) and

other factors, as follows

K(k) = ΥT (k)Υ(k) =

K(k − 1) φ(k)

φT (k) q(k)

 (3.35)
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where q(k) = κ(x(k),x(k)) and φ(k) is de�ned as

φ(k) = [κ(x(1),x(k)), κ(x(2),x(k)), · · · , κ(x(k − 1),x(k))]T . (3.36)

Therefore, utilizing the kernel trick and equation (3.36), the error signal is computed

in this case as

e(k) = d(k)−wT (k − 1)υ(x(k)) = d(k)− ζT (k − 1)υ(X(k − 1))Tυ(x(k))

= d(k)− ζT (k − 1)φ(k). (3.37)

The main issue related to the online KCG algorithm is how to update the

coe�cients ζ(k), which is the vector of weights assigned to the kernel elements

in equation (3.25). It should be noticed that whenever x(k) is added to the data

dictionary, the vector ζ(k) increases in size and also it updates each coe�cient,

resulting in a di�erent approach when compared to the o�ine KCG algorithm. The

proposal chosen to solve this problem begins by selecting the vector [ζT (k−1), 0]T as

the initial value at the iteration k, and then kup updates are performed with a �xed

matrix Gram K(k) in order to achieve a satisfactory convergence in the coe�cients

of ζ(k). At each iteration k, this initial vector is inserted into the residual z(0),

z(0) = d(k)−K(k)

ζ(k − 1)

0

 . (3.38)

After performing kup updates according to the KCG in iteration k, we obtain

matrix Z(k) = [z(0), · · · , z(kup)] and vector s(k) de�ned in equation (3.25), and

hence we achieve the �nal value of the coe�cients as

ζ(k) =

ζ(k − 1)

0

+


| | |

z(1) · · · z(kup)

| | |



s1(k)

...

skup(k)

 =

ζ(k − 1)

0

+ (Z(k)s(k)) .

(3.39)

The second term in the above equation is calculated from kup updates at the

iteration k and then added to the initial value [ζT (k − 1), 0]T . The complete

procedure for Online KCG is shown in Table 3.4.

Once we introduce the online KCG algorithm, we will incorporate the data

selection method into the process. The data selection in the KCG is based on

the same methodology explained in the subsection 2.2.2, such that we obtain a
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Table 3.4: Online Kernel Conjugate Gradient algorithm

Online KCG algorithm

Initialize

X(1) = x(1), q(1) = κ(x(1),x(1)), K(1) = [q(1)], ζ(0) = d(1)/q(1), e(1) = 0

Do for k > 1

q(k) = κ(x(k),x(k))

φ(k) = [κ(x(1),x(k)), κ(x(2),x(k)), · · · , κ(x(k − 1),x(k))]T

e(k) = d(k)− ζT (k − 1)φ(k)

K(k) =

K(k − 1) φ(k)

φT (k) q(k)


z(0) = d(k)−K(k)

ζ(k − 1)

0


v(1) = K(k)z(0)

π(0) = zT (0)K(k)z(0)

β(0) = 1

Do for i = 1, · · · , kup

α(i) = π(i−1)
vT (i)v(i)

b = 1, si(k − 1) = 0

Do for j = i,i− 1, · · · ,1
sj(k) = sj(k − 1) + α(i)b

b = bβ(j)

end

z(i) = z(i− 1)− α(i)v(i)

π(i) = zT (i)K(i)z(i)

β(i) = π(i)
π(i−1)

v(i+ 1) = K(i)z(i) + β(i)v(i)

end

ζ(k) =

ζ(k − 1)

0

+


| | |

z(1) · · · z(kup)

| | |



s1(k)
...

skup(k)

 =

ζ(k − 1)

0

+ (Z(k)s(k))

end

threshold level from the error signal to determine if current data is relevant to modify

the coe�cients of the kernel problem. As the error distribution also is assumed as
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Gaussian in this problem, we can conclude that the threshold is the same as in

equation (2.27),
√
τ = Q−1(Pup

2
).

For the estimation error variance σ2
e , to simplify the computations, the chosen

method is based on the equation (2.33), also repeated here for convenience,

σ2
e = (1− λe)e2(k) + (λe)σ

2
e , (3.40)

where λe is the forgetting factor. The threshold
√
τmax to detect the outliers in

dataset is de�ned as in equation (2.32), being repeated here for convenience as

√
τmax = E[|e(k)|/σe] + 3Var[|e(k)|/σe]. (3.41)

The data dictionary established from the data selection method is de�ned as

XI(k) = [x1(k),x2(k), · · · ,xI(k)] (3.42)

where xi(k) is the i-th input included in the data dictionary until the iteration k

and I is the number of input vectors added in this set. The Data selection Kernel

Conjugate Gradient (DS-KCG) algorithm is illustrated in Table 3.5

Table 3.5: Data Selection Kernel Conjugate Gradient algorithm

DS-KCG algorithm

Initialize

X1(1) = x(1), q(1) = κ(x(1),x(1)), K(1) = q(1), ζ(0) = d(1)/q(1), e(1) = 0

Prescribe Pup, and choose τmax
√
τ = Q−1(Pup

2
), I = 1

Do for k > 1

q(k) = κ(x(k),x(k))

φ(k) = [κ(x1(k − 1),x(k)), κ(x2(k − 1),x(k)), · · · , κ(xI(k − 1),x(k))]T

e(k) = d(k)− ζT (k − 1)φ(k)

δ(k) =


0, if −

√
τ ≤ |e(k)|

σe
≤
√
τ

0, if |e(k)|
σe
≥ √τmax

1, otherwise

if δ(k) = 0

K(k) = K(k − 1)

ζ(k) = ζ(k − 1)

XI(k) = XI(k − 1)
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if |e(k)|
σe
≥ √τmax

e(k) = 0

d(k) = 0

end if

else

I = I + 1

XI(k) = [XI−1(k − 1),x(k)]

K(k) =

K(k − 1) φ(k)

φT (k) q(k)


z(0) = dT (k)−K(k)

ζ(k − 1)

0


v(1) = K(k)z(0)

π(0) = zT (0)K(k)z(0)

β(0) = 1

Do for i = 1, · · · , kup

α(i) = π(i−1)
vT (i)v(i)

b = 1

si(k − 1) = 0

Do for j = i,i− 1, · · · ,1
sj(k) = sj(k) + α(i)b

b = bβ(j)

end

z(i) = z(i− 1)− α(i)v(i)

g(i) = K(i)z(i)

π(i) = zT (i)K(i)z(i)

β(i) = π(i)
π(i−1)

v(i+ 1) = g(i) + β(i)v(i)

end

ζ(k) =

ζ(k − 1)

0

+


| | |

z(1) · · · z(kup)

| | |



s1(k)
...

skup(k)

 =

ζ(k − 1)

0

+ (Z(k)s(k))

end if

end
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In addition to the data selection, other methods can be used in online mode

to avoid the expensive computational cost due to the increase in the amount of

data. In some situations, other methods of sparsi�cation may be applied, targeting

to disregard data considered as signi�cant. The coherence criterion, approximation

linear dependency (ALD) and angle criterion are examples of these sparsi�cation

methods[1, 69�71].

3.1.3 Simulation Results

In this subsection, the results for the DS-KCG algorithm in some popular

nonlinear adaptive �ltering applications are presented. The prescribed probabilities

of update are varied from 0% to 100% and compared to the estimated probability

P̂up to verify the performance of the algorithm when the data selection is employed.

The MSE is obtained as the average of 100 independent Monte Carlo runs. The

algorithms in this chapter are implemented in MATLAB and available online on

GitHub [46]. The simulations are performed in a computer with Intel Core i7-

7500U CPU 2.70GHz x4 processor and 15.5 GB of memory. In all problems the

error variance was estimated as in equation (2.33) using λe = 0.99 and the number

of updates in each iteration is kup = 2.

A. System identi�cation

In this example, we employ the online DS-KCG algorithm in the system

identi�cation problem. The input signal x(k) is drawn from a uniform distribution

(0,1) with variance σ2
x = 0.1, �ltered by �nite impulse response (FIR) �lters speci�ed

by h1 = [1, −0.5]T in the simulation A1 and h2 = [1, −0.5, 0.3, 0.7, − 0.3]T in the

simulation A2. The reference signal is then built as the following nonlinear system

d(k) = −0.76x(k)− 1.0x(k − 1) + 1.0x(k − 2) + 0.5x2(k)

+ 2.0x(k)x(k − 2)− 1.6x2(k − 1) + 1.2x2(k − 2)

+ 0.8x(k − 1)x(k − 2) + n(k),

(3.43)

where the input noise n(k) is an additional Gaussian distribution with zero mean

and variance σ2
n = 10−2.

In simulation A1, the �lter order is N=10, whereas N = 15 in simulation A2

aiming at matching the linear �lter and the nonlinear map. Using a polynomial

kernel of order 3 in the simulation A1 and one of order 4 in simulation A2, we can

obtain a suitable model for the problem.

In Figures 3.2a and 3.3a are shown the learning curves for the input signal �ltered

by h1 and h2, respectively. The comparison between the performances for Pup = 1
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and Pup = 0.4 leads us to conclude that data selection is an useful tool in nonlinear

system identi�cation. The estimated probability of update is presented in Figures

3.2b and 3.3b, where a result close to the prescribed probability of the update is

observed.
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Figure 3.2: Simulation A1: (a) MSE learning curves for the data selection and (b)
Comparison between the desired Pup and the achieved P̂up.
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Figure 3.3: Simulation A2: (a) MSE learning curves for the data selection and (b)
Comparison between the desired Pup and the achieved P̂up.

In the following example, we use the �lter impulse response h1 to obtain the

input signal and we also consider that the outliers are present in the desired signal

d(k) In Table 3.6, we verify how the MSE is a�ected when outliers are present in

the reference signal. The outlier signal is inserted in 2% of the output signal with

an amplitude equal to �ve. Comparing the two �rst columns, we can conclude

that when there is the presence of outliers and these are being ignored the result is
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worse. There is an improvement in the MSE values for Pup = 0.4 and Pup = 1 when

considering the presence of outliers.

Table 3.6: MSE (dB) for simulations with outliers

Outlier yes yes yes no

τmax on yes no yes no

Pup 0.4 0.4 1 1

Average MSE (dB) DS-KCG −8.1207 −5.0197 −10.5748 −13.2229

B. Signal Prediction

In this application, the example considered is the Mackey-Glass time-delay

di�erential equation [72],

dx(t)

dt
= −α1x(t) +

α2x(t− t0)

1 + x10(t− t0)
, (3.44)

with α1 = 0.1, α2 = 0.2 and t0 = 17. The di�erential equation solution is corrupted

by Gaussian noise with zero mean and variance σ2
n = 10−3. The �lter order used is

N = 10 and prediction parameter is L = 3.

The estimated probability of update P̂up is somewhat close to the prescribed

probability of update Pup, as can be observed in Figure 3.4a. In �gure 3.4b the

prediction results is illustrated using the Gaussian kernel with σ = 0.5 and with

Pup = 0.4. One can observe that even when the number of updates is reduced, we

still can obtain accurate results.

The performance of the MSE can be analyzed in �gure 3.5. Just as in the

previous section of the CG algorithm, a fast convergence is observed for the data

selection, but there is a slight advantage for the full dataset at the steady state.

This disadvantage can be explained by the trade-o� between computational cost

and algorithm performance when we apply the data selection method.

C. Channel Equalization

The problem chosen to represent the equalization is a digital channel modeled

by the following system of equations:

x(k) = s(k) + 0.5s(k − 1), (3.45)

y(k) = x(k) + 0.2x2(k) + 0.1x3(k) + n(k), (3.46)
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Figure 3.4: Simulation B: (a) Comparison between the desired Pup and achieved P̂up

by the DS-CG algorithm and (b) Comparison between the desired signal and the
predicted by the DS-CG algorithm for Pup = 0.4.
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Figure 3.5: Simulation B: MSE learning curves for data selection in Pup = 0.4 and
Pup = 1.

where the input signal s(k) consists of independent binary random samples {−1,1},
the linearity and nonlinearity of the channel are modeled using the x(k) and y(k) and

the channel is corrupted by a Gaussian distribution with zero mean and variance

σ2
n = 10−3. The order N = 5 is su�cient to achieve a good performance in the

problem. In this problem, the standard deviation for the Gaussian kernel is σ = 5.

The delayed step for the channel equalization considered is L = 3.

Figure in 3.6a presents the result for the Pup = 0.4 aiming to verify the

performance of the adaptive algorithm by carrying out inverse �ltering of the

received signal to recover the input signal. As we can see, this result is satisfactory

when using data selection. In Figure 3.6b is veri�ed that the estimated probability
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of update P̂up is quite close to the probability of update Pup set beforehand.
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Figure 3.6: Simulation C: (a) Equalized signal of the channel and the data-selective
�lter (b) Comparison between the desired Pup and achieved P̂up by the algorithm.
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Figure 3.7: Simulation C: MSE learning curves for data selection in Pup = 0.4 and
Pup = 1.

In terms of MSE, one can see in Figure 3.7 that an adaptive �ltering problem

using data selection method gets a result close to the simulation using 100% of the

data.
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3.2 Concluding Remarks

In this chapter, we proposed a data selection version of KCG algorithm. We

observed a good performance when we updated the coe�cients by less than 50%

of the iterations, reducing the computational cost. The algorithm is also capable

of identifying and discarding outliers and hence improving the �lter performance.

Therefore, data selection is an excellent tool in kernel adaptive �ltering, mainly to

reduce the computational cost.
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Chapter 4

Data Selection in Neural Networks

Inspired by the good performance of the data selection method in linear and

nonlinear adaptive �ltering, the next goal is to adapt this method to the machine

learning context. The technique chosen to explore data selection is the neural

network (NN) learning due to its e�ciency when dealing with large amounts of

data.

In this chapter, we provide a brief introduction to the neural network for

regression and classi�cation problems by describing how the perceptron and back-

propagation algorithms work. Then, the data selection method in neural network is

formulated and tested with some datasets.

4.1 Introduction to Arti�cial Neural Networks

Neural networks arose from multidisciplinary e�orts targeting to understand how

the human brain works. In the human neural circuit, the main component in the

structure is the neuron. A human brain has an average of 100 billion of neuron.

Each neuron may be connected to up to 10.000 neurons, via synaptic connections.

These links have the function of transferring information from one neuron to another

[73].

In 1943, the neurophysiologist Warren McCulloch and the logician Walter Pitts

created a computational model capable of behaving like a human brain. This paper

is considered the beginning of the neural networks �eld [73].

An arti�cial neural network consists of several layers, each one with a speci�c

number of neurons. The connection between its elements is made through the

weights related to the synapses that provide the communication between the output

of one neuron and the input of another. In this section, we begin by explaining

the algorithm known as Perceptron [3, 28, 74], a simpler version for the neural

network. Afterward, we describe the theoretical concepts and details of the learning

algorithm to train a feed-forward neural network [2, 3, 28]. In this system, we
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will propose a new data selection method in classi�cation and regression problems.

Then, we perform simulations in various applications to verify the performance of

the proposed algorithm.

4.1.1 Perceptron Learning

In linearly separable two-classes (ω1, ω2), there exists at least one hyperplane,

de�ned by the normal vector wo, such as wT
o x = 0, which divides the

dataspace in two regions useful for classifying the set of training samples correctly,

{(x(1), y(1)),(x(2), y(2)), · · · , (x(M), y(M))}, such as

y(m) = sign(wTx(m)) =

−1, if x(m) ∈ ω1,

+1, if x(m) ∈ ω2,
(4.1)

where sign(·) is the sign function.

The bias term of the hyperplane has been included in weight vector w to simplify

the notation. Due to the above de�nition of the sign function, y(m)(xT (m)w) > 0

if only if {x(m), y(m)} is correctly classi�ed. One of the most popular examples

of application of this algorithm is the credit scoring model [75], whose goal is to

identify if a person can receive credit based on the information stored in a database.

The perceptron learning algorithm aims at achieving the previously mentioned

hyperplane. The algorithm is initialized so that the value parameter w is a random

or zero vector. The update rule per iteration is

w =

w + µy(m)x(m) if x(m) is misclassi�ed by w,

w otherwise,
(4.2)

where µ > 0 is the step size parameter, which controls the convergence of the

algorithm. A good way to understand this operation is by using its geometric

interpretation, as depicted in Figure 4.1. Since x(m) is misclassi�ed by w, the term

µy(m)x(m) is added and the hyperplane moves so that the weight vector w classi�es

x(m) correctly.

After a �nite number of iterations, an optimal solution wo is reached. This result

holds regardless of which criterion is chosen to select the data at each iteration and

also how the weight vector in the algorithm is initialized [76]. The perceptron

algorithm is outlined in Table 4.1.
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x2

x1

wold

wnew

x

Hold

Hnew

Figure 4.1: The vector x is misclassi�ed by the hyperplane Hold (in red). The update
rule adds x to the weight vector, wnew = wold + x, where in this case µ = 1. The
new hyperplane Hnew (in blue) classi�es correctly the vector x.

Table 4.1: Perceptron algorithm

Perceptron algorithm

Initialize

w = random vectors or zero vectors,

set µ > 0,

Do for t > 0 (epoch)

count = 0

Do for m = 1 : M (for iteration m, select the data {x(m), y(m)})
if y(m)(xT (m)w) < 0

w = w + µy(m)x(m)

count = count + 1

end if

end

if count = 0

break; (If count = 0, then all data is classi�ed correctly)

end if

end
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4.1.2 Feed-Forward Multilayer Neural Network

The classi�cation illustrated in Figure 4.2 cannot be implemented by the

perceptron, even though this function is considered simple. For this problem, we

can apply the algorithm known as Multi-layer Perceptron (MLP), a version of the

perceptron with more layers. The layers added between input and output are called

hidden layers. Each layer is composed of neurons, also known as nodes in this kind

of problem. In each of the nodes belonging to the hidden and output layers, a sign

function is calculated, as in the perceptron algorithm.

ω1

ω1

ω2

ω2

Figure 4.2: Two classes (ω1,ω2) are formed by the union of polyhedral regions. The
con�guration in this image is related to the Boolean XOR function.

In MLP, the process of learning the weights is challenging, since we are dealing

with a nonlinear problem. One solution is the soft and di�erential approximation

of the sign function that allow to use of numerical optimization methods to �nd

the weights. These are called activation functions, which end up introducing a

di�erentiability in the network. Some examples of activation functions that we can

adopt here are the ReLU function, sigmoid logistic function, and the hyperbolic

tangent function [77�79]. These models of networks are known as feed-forward

because the data move forward from the initial layer to the last layer [80]. In

addition, the larger is the number of layers and nodes, the greater is the complexity

of the model.

Figure 4.3 illustrates the neural network scheme. The layers are denoted by

l = 0, 1, 2, · · · , L, where l = 0 is the input layer and l = L is the output layer. The

layers between them, 0 < l < L, are known as hidden layers. In all layers, except in

the output one, the �rst node is considered the bias node and its value is set to 1. In

each layer, we have ol nodes without counting the bias node, labeled as o1, · · · , ol.
The communication between the i-th node of a layer l − 1 to the j-th node of the

next layer l is made through the weight wlij. It is important to point out that there
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is no other type of communication between the layers. In each node of the hidden

layers, except for the bias nodes, there is an activation function f applied to the

weighted input values. In the output layer, the activation function is fL.

Input Layer Hidden Layer Output Layer

1 1

1

x1

x2

xN

f

f

f

f

f

f

f

f

f

f

fL

fL

fL

ŷ1

ŷ2

ŷdL

Figure 4.3: In this �gure, the neural network has L = 3 layers (2 hidden and the
output).

In regression problems, the number of nodes in the output layer is oL = 1,

returning a continuous numerical number ŷ to be compared with the true value y.

In classi�cation problems, the value oL is equal to the number of classes. In this

case, the desired signal y is one-hot-encoded, meaning that if c is the correct class,

yc = 1 and yi = 0 for i 6= c. Moreover, when the activation function at the output is

softmax, the output signal ŷ returns a probability distribution on the classes, that

is to say ŷi = P (c = i), and this implies that
∑

i ŷi = 1.

In order to simplify the computations, we introduced vector and matrix notation

for the network con�guration. In each layer l, the input vector is denoted as xl and

the output vector is denoted as yl. In the data transfer from the layer l − 1 to the

layer l, we apply the weight matrix Wl. This structure is shown in the Table 4.2,

Table 4.2: Con�guration of an arbitrary neural network.

Input vector of layer l xl ol-dimensional vector

Output vector of layer l yl (ol + 1)-dimensional vector

Weight Matrix between layers l − 1 and l Wl (ol + 1)× (ol+1)-dimensional matrix

Since all the de�nitions and notations were introduced, we can present the feed-

forward process that computes a parametric nonlinear function, hW(x) = ŷ, where
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W = {W1,W2, · · · ,WL}. The whole process is based on the repetition of two

steps in each hidden layer, the sum of the weighted outputs of the previous layer

and an activation function applied at a layer l to obtain the output vector,

xl = (Wl)Tyl−1, yl =

 1

f(xl)

 , for 1 < l < L− 1, yL =

[
fL(xL)

]
(4.3)

where the expression f(xl) is a vector whose components are f(xlj) with xlj =∑ol−1

i=0 w
l
ijy

l−1
i , for j = 1, · · · , ol. Initializing the input layer as y0 = [1; x], the

feed-forward process consists of the following chain

y0 W1

−−→ x1 f−→ y1 W2

−−→ x2 f−→ y2 · · · WL

−−→ xL
fL−→ yL = ŷ. (4.4)

After obtaining the output value in the last layer, the next step is the back-

propagation [81], in order to update the weights W. Since we need a criterion to

perform the weights update, the de�nition of an objective function, J(W), is then

required. Some examples of the objective function are Least-squares, Cross-Entropy,

and Relative Entropy. Research works in the neural network has shown that a good

combination of the activation function in the last layer and the objective function

can lead to a better performance.

In the back-propagation step, the goal is to minimize the objective function

with respect to the parameter W, assuming the that set of training samples

{(x(1),y(1)), (x(2),y(2)), · · · , (x(M),y(M))} is available, where M is the number

of examples in this set. Here, the algorithm chosen for minimizing the objective

function is the gradient descent. In this case, the weights W are iteratively adapted

by using the negative gradient direction,

Wl(k + 1) = Wl(k)− µ

b

∂J(W)

∂Wl

∣∣∣
W(k)

, (4.5)

where µ is the step size and b is the sample size of the data selected in each iteration.

Here, the objective function assumed as the sum of the point-wise square error

related to each training sample,

J(W) =
1

M

M∑
m=1

Jm(W) =
1

M

oL∑
k=1

M∑
m=1

Jkm(W), (4.6)

where Jkm is the objective function related to the output node k for the sample x(m).

The back-propagation process deals with the di�culty of calculating all derivatives

in (4.5) using a simple procedure. The method starts by calculating the derivative

in the last layer obtaining the other values in other layers recursively in a backward
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fashion, so that the value obtained in layer l in�uences in the one of the layer l− 1,

so the process is called back-propagation. In the partial derivative, the chain rule is

applied so that the value obtained is partitioned into two new expressions,

∂Jm
∂Wl

=
∂xl

∂Wl

∂Jm
∂xl

= yl−1(δl)T (4.7)

where the �rst term is computed using equation (4.3) and the second term is obtained

from the back-propagation process. Vector δl is known as sensitivity vector for the

layer l, which represents the gradient (sensitivity) of the cost Jm with respect to

input xl.

The back-propagation has a process similar to feed-forward, but with some

di�erences when calculating the value δl. The sensitivity vector δl+1 is multiplied by

the weights Wl+1 and the bias component is excluded. In the following, the applied

transformation is the multiplication element by element of εl = [Wl+1δl+1]o
l

1 and

the derivative of the activation function f in xl:

δl = f ′(xl)⊗ εl. (4.8)

The chain below shows how the procedure works:

[δL
×WL]

∣∣oL−1

1−−−−−−−→ εL−1 ⊗f
′(xL−1)−−−−−−→ · · · [δ2

×W2]

∣∣o1
1−−−−−→ ε1 ⊗f

′(x1)−−−−→ δ1. (4.9)

where “
∣∣ol
1

” means that only the components 1, 2, · · · , ol of the vector Wl+1δl+1 are

selected.

Since the derivation of the algorithm is complete, the gradient descent back-

propagation algorithm is shown in Table 4.3.

Remarks related to the algorithm [3, 28]:

• At each epoch, one can compute the objective function established in the

algorithm for the training dataset Jtrain and the validation dataset Jtest, if this

set is previously de�ned.

• The joint choice of the output activation function and objective function is

signi�cantly important for NN learning tasks. In addition to simplifying

the computations in updating weights, we can also improve algorithm

performance. The most used combination in regression problems is the linear

function with mean squared error; for multi-class classi�cation problems is the

softmax function with cross-entropy.

• For some time, the most widely used activation function was the sigmoid

function, but it had some disadvantages, such as saturation in the tails and
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centering on a nonzero value. Currently, the most widely employed functions

are the tangent hyperbolic (tanh) and the �recti�ed linear unit� (ReLU).

• Gradient descent is the algorithm chosen in this text, but lately, more �exible

optimizers were developed, such as Adagrad, Adam, RMSProp, among others

[29, 82�85]. Some of these methods use adaptive step sizes that usually result

in better and smoother convergence.

• The step size µ is a crucial parameter in the NN. De�ning a value for the

step size requires some care, since setting it too high or too low can cause the

function to never converge to a (local) minimum. A widely used solution for

this type of problem is to decrease gradually the rate after each iteration.

• The default procedure for initializing the weights W is by randomly selecting

the values. If the weights are too large or too small numbers, the activation

function will be saturated, resulting in low gradients and then a slower

convergence. The current procedure for dealing with this drawback is to

initialize the weights with uniform or normal distribution.

• A possible stopping criterion consists of training the model up to a certain

epoch nep, and after that period, verify if the value of the objective function

is less than a prescribed threshold. An alternative is to check if the

objective function is decreasing from iteration to iteration in the validation

set. Otherwise, the process may be interrupted.

• For each iteration i in the algorithm, only a sample of data of size b (mini-

batch) is considered. Depending on how the algorithm draws these samples in

the dataset, randomly or deterministically, the convergence can be faster.

• When selecting the number of hidden layers and neurons in a training network,

the criterion used is to add layers and neurons until the validation error shows

no improvement.
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Table 4.3: Gradient descent back-propagation algorithm

Gradient descent back-propagation algorithm

Initialize

{(x(1),y(1)), (x(2),y(2)), · · · , (x(M),y(M))},
W = {W1,W2, · · · ,WL} (random vectors),

Select : step size µ > 0, number of epoch nep, mini-batch size b, number of layers L+ 1,

number of nodes (o1, · · · , oL), activation function f , output activation function fL,

objective function J

iter = M/b

Do for t = 1 : nep

Do for i = 1 : iter (for each iteration, randomly select b examples

in training dataset → X(t,i) = [x̄(1), x̄(2), · · · , x̄(b)], Y(t,i) = [ȳ(1), ȳ(2), · · · , ȳ(b)])

[Forward Propagation]:

Y0 = [ȳ0(1), · · · , ȳ0(b)] = [ones(1, b); X(t,i)] (ones(1, b) are the bias term)

Do for l = 1 : L− 1

Xl = (Wl)TYl−1

Yl = [ones(1, b); f(Xl)]

end

XL = (WL)TYL−1

Ŷ(t,i) = [ŷ(1), · · · , ŷ(b)] = YL = g(XL)

[Back-propagation]:

∆L = [δL(1), · · · , δL(b)] = ∂J
∂XL

Do for l = L− 1 : −1 : 1

∆l = f ′(Xl)⊗ [Wl+1∆l+1]o
l

1

end

[Updating the weights]:

Do for l = 1 : L

Wl = Wl − µ
b
Yl−1(∆l)T

end

end

Jtrain(W) = 1
M

∑oL

k=1

∑M
m=1 J

k
m(W) (and Jtest if this set is previously de�ned)

end
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4.2 Formulation of the Modi�ed Data Selection in

NN

In this section, a similar method to the data selection in adaptive �ltering is

modeled in NN for the regression and classi�cation problems [86�88]. In the previous

chapter, the decision criterion applied to update the coe�cients is directly related

to the objective function (2.22). As a rule, the closer this e(k) value is to zero, the

less informative or relevant will be the contribution of (x(k),y(k)) if it is included in

the data dictionary. In the neural networks framework, we have an error measure e

for each output neuron, which depends on the desired and estimated outputs, these

values are de�ned according to the objective function (4.6). Therefore, the following

error vector for the data (x,y) is obtained as

e(ŷ,y) = [e(ŷ1,y1), e(ŷ2,y2), · · · , e(ŷoL ,yoL)] (4.10)

where y = [y1, y2, · · · , yoL ] is the desired value and ŷ = [ŷ1, ŷ2, · · · , ŷoL ] is the target

value in the neural network. The total sum of this error in all classes of the problem

is expressed as

E(ŷ,y) =
oL∑
k=1

e(ŷk,yk). (4.11)

The next step is to formulate how the data selection method applies to each

problem, regression, and classi�cation.

Regression

The approach in this subsection is quite similar to the one explained in the

previous chapter for adaptive �ltering. The objective function chosen in this case is

the same, namely the mean squared error (MSE), and the output activation function

is the linear function,

J(W) =
1

M

M∑
m=1

[
1

2
(ŷ(m)− y(m))2

]
, (4.12)

where ŷ(m) = yL1 (m) = xL1 (m). In this approach, since the output has only one

dimension, equation (4.11) can be rewritten as

E(ŷ, y) = e(ŷ, y) = y − ŷ, (4.13)

where y is the desired value and ŷ is the target value.
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At each epoch t, the Gaussian distribution is assumed for the error signal,

e ∼ N (0, (σte)
2) (4.14)

where (σte)
2 is the error variance. By normalizing this error distribution, we obtain

e

σte
∼ N (0, 1). (4.15)

In this case, the error variance is calculated using all the training examples

included in the mini-batch corresponding to the iteration. Therefore, proceeding

with the same idea used in equation (2.23), at the epoch t, the decision criterion

to update the coe�cients W regarding the data (x, y) associated to iteration i is

modi�ed in the objective function as follows

J1
i (W) =

1
2
(e(ŷ, y))2, if

√
τ ≤ |e(ŷ,y)|

σte

0, otherwise.
(4.16)

The data selection method proposes to detect the non-informative values at each

iteration after the feed-forward propagation process, eliminating the irrelevant data

before the back-propagation process, thus reducing the computational cost in the

NN algorithm. Since we are selecting an estimated portion P̂up from the training

dataset, the update equation of the weights (4.5) is modi�ed to

Wl(i+ 1) = Wl(i)− µ

b
yl−1(δl)T →Wl(i+ 1) = Wl(i)− µ

bP̂up

yl−1
R (δlR)T , (4.17)

where R is the set selected to update the weights at iteration i. The prescribed

probability of update Pup, can be computed as follows

Pup = P

{
|e|
σte

>
√
τ

}
= 2Qe(

√
τ), (4.18)

where Qe(·) is the complementary Gaussian cumulative distribution function, given

by Qe(x) = 1/(2π)
∫∞
x
exp(−t2/2)dt [44]. Therefore, the parameter

√
τ can be

obtained from equation (4.18) as

√
τ = Q−1

e

(
Pup

2

)
, (4.19)

where Q−1
e (·) is the inverse of the Qe(·) function.
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At iteration i in the epoch t, the estimated error variance is calculated by

(σte(i))
2 = (1− λe)σ2

e + (λe)(σ
t
e(i− 1))2, (4.20)

where σ2
e is the error variance related to the data in the i-th iteration, and λe is

the forgetting factor. At the each start of the epoch t, the estimated error variance

depends on the last error variance (σt−1
e (b))2 from the previous epoch, thus the

equation for this dependence is established by

(σte(0))2 = Pup(σt−1
e (b))2. (4.21)

The main goal of this application in NN is to reduce the computational cost,

with the possibility of improving algorithm performance. The NN algorithm for a

regression problem is outlined in Table 4.4.

Table 4.4: Data Selection Feed-Forward Multilayer Neural Network algorithm in a
regression problem

DS Feed-Forward Multilayer Neural Network algorithm in regression

Initialize

{(x(1),y(1)), (x(2),y(2)), · · · , (x(M),y(M))},

W = {W1,W2, · · · ,WL} (random vectors),

Select : step size µ > 0, number of epoch nep, mini-batch size b, number of layers L,

number of nodes (o1, · · · , oL), activation function f , output function fL, forgetting factor λe

Objective function J = Mean Squared Error

De�ne iter = M/b, σ0
e(b) = 0 and prescribe Pup

√
τ = Q−1

e

(
Pup

2

)
Do for t = 1 : nep

(σte(0))2 = Pup(σt−1
e (b))2

Do for i = 1 : iter (for each iteration, randomly select b examples

in a training dataset → X(t,i) = [x̄(1), x̄(2), · · · , x̄(b)], Y(t,i) = [ȳ(1), ȳ(2), · · · , ȳ(b)])

[Forward Propagation]:

Y0 = [ȳ0(1),ȳ0(2), · · · , ȳ0(b)] = [ones(1, b); Xt
i] (ones(1, b) are the bias term)
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Do for l = 1 : L− 1

Xl = (Wl)TYl−1

Yl = [ones(1, b); f(Xl)]

end

XL = (WL)TYL−1

Ŷ(t,i) = [ŷ(1), ŷ(2), · · · , ŷ(b)] = YL = g(XL)

[Data Selection]:

e(ŷ(k), ȳ(k)) = (ŷ(k)− ȳ(k)), for k = 1, · · · , b

E = [e(ŷ(1), ȳ(1)), · · · , e(ŷ(b), ȳ(b))] = Ŷ(t,i) −Y(t,i)

σ2
e = Var(E)

(σte(i))
2 = (1− λe)σ2

e + (λe)(σ
t
e(i− 1))2

R →

 j /∈ R, if |e(ŷ(k),ȳ(k))|
(σte(i))

≤
√
τ

j ∈ R, otherwise
, for j = 1, · · · , b

R = [j1, j2 · · · , jp]

YR = [ȳ(j1), ȳ(j2), · · · , ȳ(jp)]

ŶR = [ŷ(j1), ŷ(j2), · · · , ŷ(jp)]

P̂up = |R|
b

[Back-propagation]:

∆L
R = [δL(j1),δL(j2), · · · , δL(jp)] = g′(XL

R)⊗ (ŶR −YR)

Do for l = L− 1 : −1 : 1

∆l
R = f ′(Xl

R)⊗ [Wl+1∆l+1
R ]o

l

1

end

[Updating the weights]:

Do for l = 1 : L

Wl = Wl − µ

bP̂up
Yl−1
R (∆l

R)T

end

end

Jtrain(W) = 1
M

∑M
m=1 J

1
m(W) (and Jtest if this set is previously de�ned)

end
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Classi�cation

In the classi�cation problem, the performance of a NN can be is veri�ed using

two objective functions, the mean squared error

J(W) =
1

M

oL∑
k=1

M∑
m=1

[
1

2
(ŷk(m)− yk(m))2

]
, (4.22)

and the cross-entropy (CE),

J(W) =
1

M

oL∑
k=1

M∑
m=1

[−yk(m) ln(ŷk(m))− (1− yk(m)) ln(1− ŷk(m))] , (4.23)

where we adopts as outputs the 0, 1 values. The equation (4.22) is one of the most

widely used in signal processing and NN, and the equation (4.23) obtains the best

results in more recent research when combined with the softmax activation function

in the output layer,

ŷk(m) = yLk (m) =
exp(xLk (m))∑oL

j=1 exp(xLk (m))
, for k = 1, · · · , oL. (4.24)

The value e in equation (4.10) is de�ned for the mean squared error and cross

entropy, respectively, as

e(ŷk,yk) = (ŷk − yk)2, (4.25)

e(ŷk,yk) = −yk ln(ŷk)− (1− yk) ln(1− ŷk) (4.26)

where ŷk is the estimated output for the k-th class and yk is the k-th desired value

for the output y.

As in classi�cation problems, the last layer has multiple outputs, and it is di�cult

to infer a distribution for the error signal, as occurred in the regression problem,

equation (4.14). We do not normalize the variance and directly use the equation

(4.11).

Also due to this di�culty in obtaining this probabilistic function, as it happens

in the regression problem, we formulated another procedure with a similar idea to

obtain the threshold. This approach for the classi�cation problems aims to detect the

values smaller than a given threshold in the equation (4.11) such that the related

errors are disregarded in the process of updating the coe�cients. This proposal

requires the selection of a threshold for each mini-batch per iteration, chosen from
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a binomial distribution with n = b and p = Pup,

tbin ∼ Bin(n, p). (4.27)

The data associated with measures smaller than the tbin-th largest value of E,

equation (4.11), are eliminated before the back-propagation process. De�ning C as
the set related to the indexes of E values greater or equal to the tbin-th largest value,

we obtain

C = [j1, j2, · · · , jtbin ]. (4.28)

Figure 4.4 illustrate the full process in one epoch from the entry of the training

samples to veri�cation of the performance of the weights update in the test samples

(Test error). The �gure 4.5 present the schematic strategy of the data selection in

regression and classi�cation problems to a determined mini-batch. At each iteration

per epoch, a sample of size b (mini-batch) is selected to update the weight vector,

this input sample (yellow color) is inserted in forward propagation. Then we apply

data selection, eliminating non-informative data (white color) and proceeding with

the remainder (blue color) in back-propagation to update the weight vector.

Figure 4.4: Epoch Scheme in neural network.

61



input data used in forward

input data used in back

input data ignored in back

forward propagation

back-propagation

1

2

3

4

b

Figure 4.5: Data selection neural network diagram.

Again, this data selection method aims to identifying the non-informative values

after the feed-forward propagation process at each iteration, eliminating some of

the data before the back-propagation process. Therefore, as we are selecting an

estimated portion P̂up of data in each iteration, the update equation is rewritten as

Wl(i+ 1) = Wl(i)− µ

b
yl−1(δl)T →Wl(i+ 1) = Wl(i)− µ

bP̂up

yl−1
C (δlC)

T , (4.29)

The complete procedure for Data Selection Feed-Forward Multilayer Neural

Network is described in algorithm 4.5.
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Table 4.5: Data Selection Feed-Forward Multilayer Neural Network algorithm in
classi�cation problem

DS Feed-Forward Multilayer Neural Network algorithm in classi�cation

Initialize

{(x(1),y(1)), (x(2),y(2)), · · · , (x(M),y(M))},

W = {W1,W2, · · · ,WL} (random vectors),

Select : step size µ > 0, number of epoch nep, mini-batch size b, number of layers L,

number of nodes (o1, · · · , oL), activation function f

Option 1 : Objective function J = Mean Squared Error, output function fL = Linear

or Hyperbolic tangent;

Option 2 : Objective function J = Cross-Entropy, output function fL = Softmax;

De�ne iter = M/b, prescribe Pup

Do for t = 1 : nep

Do for i = 1 : iter (for each iteration, randomly select b examples

in training dataset → X(t,i) = [x̄(1), x̄(2), · · · , x̄(b)], Y(t,i) = [ȳ(1), ȳ(2), · · · , ȳ(b)])

[Forward Propagation]:

Y0 = [ȳ0(1),ȳ0(2), · · · , ȳ0(b)] = [ones(1, b); X(t,i)] (ones(1, b) are the bias term)

Do for l = 1 : L− 1

Xl = (Wl)TYl−1

Yl = [ones(1, b); f(Xl)]

end

XL = (WL)TYL−1

Ŷ(t,i) = [ŷ(1), ŷ(2), · · · , ŷ(b)] = YL = g(XL)
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[Data Selection]:

e(ŷk(j), ȳk(j)) =

(ŷk(j)− ȳk(j))2, if Mean Squared Error

−ȳk(j) ln(ŷk(j))− (1− ȳk(j)) ln(1− ŷk(j)), if Cross Entropy

for j = 1, · · · , b and k = 1, · · · , oL

Ek = [e(ŷk(1), ȳk(1)), · · · , e(ŷk(b), ȳk(b))], for k = 1, · · · , oL

E =
[∑oL

k=1 e(ŷk(1), ȳk(1)),
∑oL

k=1 e(ŷk(2), ȳk(2)), · · · ,
∑oL

k=1 e(ŷk(b), ȳk(b))
]

tbin ∼ Bin(n,p),

C = [j1, j2 · · · , jtbin ], where C is the index set related to the tbin largest values

in the vector E

YC = [ȳ(j1),yj2 , · · · ,ytbin ]

ŶC = [ŷ(j1), ŷ(j2), · · · , ŷ(tbin)]

P̂up = |C|
b

[Back-propagation]:

∆L
C = [δL(j1),δL(j2), · · · , δL(tbin)] =

g′(XL
C )⊗ (ŶC −YC), if is chosen the option 1

(ŶC −YC), if is chosen the option 2

Do for l = L− 1 : −1 : 1

∆l
C = f ′(Xl

C)⊗ [Wl+1∆l+1
C ]o

l

1

end

[Updating the weights]:

Do for l = 1 : L

Wl = Wl − µ

bP̂up
Yl−1
C (∆l

C)
T

end

end

Jtrain(W) = 1
M

∑oL

k=1

∑M
m=1 J

k
m(W) (and Jtest if this set is previously de�ned)

end
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4.3 Simulations

In this section, the performance of the data selection method in the neural

network is veri�ed in di�erent datasets. The proposed method is evaluated

considering classi�cation and regression problems. All algorithms in this chapter

were implemented in MATLAB and are available online on the GitHub [46]. The

simulations were performed in a computer with Intel Core i7-7500U CPU 2.70GHz

x4 processor and with 15.5 GB of memory.

The activation function chosen for both problems was the ReLU function. As

previously mentioned, the algorithm was tested in two combinations of the objective

function and the output function: 1) cross-entropy error and softmax function for

classi�cation problems; 2) mean square error and linear function for regression and

classi�cation problems. The number of layers and the number of units per layer in

the hidden layers varies according to the problem. The parameters in this section

were established from the main neural network references followed by this text [2,

3, 28]. We vary the probability of update so that Pup ∈ {0.005, 0.1, 0.3, 0.5, 0.7} and
compare with the case where the data is always updated, Pup = 1, in order to infer

the performance of the data selection method.

The reduction on the computational cost is the main bene�t of the decrease of

update probability. To verify whether there is also an improvement in the algorithm

performance, an additional simulation is included in each problem, considering for

each dataset an approximate mini-batch for the best performance. For example, in

most cases, the best accuracy was observed when setting Pup = 0.3 and b = 256.

Therefore, we compared this result with an alternative simulation assuming Pup = 1

and b = 80, as this value corresponds to approximately 30% of 256.

There are advantages and disadvantages of using a smaller mini-batch size (b)

or applying the data selection to obtain a small batch size (P̂upb) in the back-

propagation process. Both require less memory during the process, as we consider a

small number of samples. On the other hand, we can say that a smaller mini-batch

results in a less accurate estimate (stochastic), i.e., a larger variance.

In the next simulations, the data selection method is applied to the neural

network to verify its performance in the testing set. We quantify the computational

complexity of the proposed algorithms by counting the number of �ops required to

perform the NN computation in appendix A.2.

4.3.1 Regression - Problem 1: Superconductivity Dataset

The UC Irvine (UCI) Machine Learning Repository provides superconducting

material dataset, which is considered in this subsection [89, 90]. This type of

material has zero resistance and several practical applications. However, to reach
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this property, the temperature (T ) must be at or below its critical temperature (Tc).

Moreover, the scienti�c model and theory that predicts the value (Tc) is an open

problem. In this subsection using a neural network, a model for this superconducting

critical temperature (Tc) is formulated from features extracted based on thermal

conductivity, atomic radius, valence, electron a�nity, and atomic mass.

This dataset has no missing values and contains 81 features (input of the NN),

among which two are categorical variables. The One hot encoding1 is used on the

two categorical variables and, as a result, we replace them by 14 features in the

dataset. When selecting the features, a basic criterion adopted is to eliminate a

portion of the attributes which are not correlated enough to the output. Thus, we

eliminate 6 attributes that correlate less than 0.05 to the output value, amounting

a total of 89 features in the dataset. The last step in data preprocessing consists of

normalizing the attributes in the range 0 to 1, which is also known as the min-max

normalization. This procedure is useful in neural networks to scale the dataset that

has columns with di�erent magnitude of values. The output value also is scaled into

the range from 0 to 1.

The superconductivity dataset has 18000 training examples and 3000 test

examples. We use a step size of µ = 0.01, the mini-batch size has b = 256 examples

per iteration, and the epoch is equal to nup = 200. The number of hidden layers is 2

and each hidden layer has exactly 128 nodes. The forgetting factor used in the data

selection process to update the estimated error variance is evaluated as λe = 0.9.

The test MSE curves obtained by using di�erent probabilities of update Pup,

as shown above, are presented in Figure 4.6a. We may notice that there is always

an improvement in two-layer NN performance (b = 256) when we decrease the

amount of updates per epoch, but from a certain value Pup, the test curve acquire

a stochastic behavior (high variance) and the algorithm performance decreases. We

can also observe that between the values Pup = 0.3 and Pup = 0.1, we can achieve a

minimum value for MSE by selecting a speci�c amount of data. The performance of

Pup = 1 and b = 80 has a slight advantage in the accuracy of results over simulations

using data selection, but with greater variance in some cases and highest number

of �ops (see Tables 4.6 and 4.7 at the end of the subsection 4.3.4). As one can see

in the Figure 4.6b, the estimated probability of update are close to the prescribed

probability of update.

1One hot encoding is a process by which categorical variables are converted into a format so
that Machine Learning algorithms can do a better job of predicting. For example, suppose the
values in a categorical variable are from 0 to N − 1 categories. We replace this column with other
N columns and apply the following rule: 1 indicates occurrence of the related category and 0
otherwise [2].
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Figure 4.6: Superconductivity simulation: (a) Test MSE curves comparing the case
when the algorithm is always updated Pup = 1 (b = 256 and b = 80) and with the
probability of update Pup ∈ {0.005, 0.1, 0.3, 0.5, 0.7} (b) Comparison between the
desired Pup and achieved P̂up.

4.3.2 Regression - Problem 2: Online News Popularity

Dataset

Due to the widespread use of the web, the number of news shares is increasing

each year. This number indicates how popular the news is. In this subsection, we

propose to �nd a model to predict the popularity of online news using neural network

and data selection. The dataset used in this subsection has a total of 39644 articles
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published by Mashable website [91] in two years. This dataset is provided by UCI

Machine Repository [89], originally acquired and preprocessed by K.Fernandes et al.

[92]. The 60 features are extracted concerning di�erent aspects such as words, links,

and publication time. The goal is to help media companies to predict the number

of shares on the web before the news becomes published.

The dataset has no missing values, and all categorical variables are already

processed. The columns related to the URL of the article and time delta (days

between the article publication and the dataset acquisition) are excluded in this

process. As in the previous subsection, we employ the basic criterion, in which

all attributes that correlate less than 0.05 with the output value are eliminated,

amounting a total of 50 features for the input in the dataset after exclusion. The

min-max normalization is also used on features and output signal such that the

values are in the range of [0,1].

The dataset is divided into 35000 examples for the training dataset and 4644

examples for the test dataset. The parameters chosen for this simulation are the

µ = 0.01, b = 256 and nup = 200. The number of hidden layers is 2 and the number

of nodes in each hidden layer is equal to 128. The forgetting factor for data selection

in estimating error variance is equal to λe = 0.99.

The evolutions of the MSE by varying the probability of update Pup are

illustrated in Figure 4.7a. We can note an improvement in the evolution of MSE

(b = 256) as we decrease the amount of update per epoch. With exception for

the case Pup = 0.005 that obtain a result worse than Pup = 1 and with a high

variance. Again the network with Pup = 1 and b = 80 presents a slightly better

performance when compared with simulations using data selection, but with larger

number of �ops (see Tables 4.6 and 4.7 at the end of the subsection 4.3.4). Figure

4.7b shows the result of the estimated probability of update P̂up when compared

to the prescribed probability of update Pup. We can observe that the estimation

obtained in NN always achieves a value close to the prescribed probability.

4.3.3 Regression - Problem 3: Facebook Comment Volume

Dataset

In this subsection, we consider the Facebook comment volume dataset which

is provided by UCI Machine Learning Repository [89]. Currently, the amount of

data on social networking services is increasing exponentially day by day. So it is

important to verify the dynamic behavior of users in media services. We propose a

neural network model to the dataset to predict how many comments the post will

receive. This dataset contains features extracted from Facebook posts, as page likes,

page category, publication day, among others.
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Figure 4.7: Online news popularity simulation: (a) Test MSE curves comparing the
case when the algorithm is always updated Pup = 1 (b = 256 and b = 80) and with
the probability of update Pup ∈ {0.005, 0.1, 0.3, 0.5, 0.7} (b) Comparison between
the desired Pup and achieved P̂up.

The dataset consists in the union of 2700 facebook pages for 57000 posts. The

data cleaning was already performed by Kamaljot Singh and Dinesh Kumar [93].

After cleansing 5.892, posts are omitted and 51.108 posts are kept. This dataset

was divided into two subsets, the training dataset with 40.988 examples and the test

dataset with 10.120 examples.

Facebook dataset has no missing values. The categorical variables were already
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preprocessed. The criterion correlation is the same as the one used in previous

simulations, eliminating three variables that correlate less than 0.05 with the output

value, subsequently amounting a total of 50 variables in the input. We also use the

min-max normalization applied on features and output signal so that the values are

in the range of [0,1].

The parameter chosen in this subsection are µ = 0.01, b = 256 and nup = 200.

The number of hidden layers is 2 and the number of nodes in each hidden layer is

equal to 128. The forgetting factor in the error variance estimation is λe = 0.99.

The evolutions of the MSE are illustrated in �gure 4.8a, each curve represents a

result for the probability of update Pup by varying its values to compare when all

data are selected (Pup = 1). In this �gure, we notice an improvement in algorithm

performance (b = 256) each time we decrease the probability of update Pup. In

addition, the Pup = 0.3 presents a better performance when compared to the Pup =

1 and b = 80 (see Tables 4.6 and 4.7 at the end of the subsection 4.3.4). The

comparison between the estimated of probability P̂up and the prescribed probability

of update Pup is presented in Figure 4.8b, where we can conclude that the estimated

of probability is close to the prescribed probability.

4.3.4 Regression - Problem 4: FIFA 19 Complete Player

Dataset

The dataset considered in this subsection is the FIFA 19 Complete Player,

provided by the site kaggle [94]. This dataset contains all statistics and playing

attributes of all players in the version of FIFA 19.

The dataset has no missing values. Initially it contains 89 features. In this set

of data, it was necessary to do a simple preprocessing. The columns referring to

the goalkeepers attributes are eliminated due to low correlation with the output.

Excluding a few more insigni�cant variables like url photos, ID, and among others,

we obtain a total of 73 features for the input. These variables are normalized using

the min-max normalization on features and output signal.

The dataset considered in this simulation has a total of 12000 training examples

and 2743 test examples. We chose the parameters as µ = 0.01, b = 256 and nup =

200. The number of hidden layers is 2 and the number of nodes in each hidden layer

is 128. The forgetting factor chosen in this subsection to estimate the error variance

online is equal to λe = 0.9.

The results of the performance for test MSE curves varying the probability of

update Pup are shown in Figure 4.9a. We may note that the MSE improves (b = 256)

when the number of updates in the learning process decreases, achieving an optimal

value between Pup = 0.3 and Pup = 0.1. In this problem, the result with Pup = 1 and
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Figure 4.8: Facebook Comment Volume simulation: (a) test MSE curves comparing
the case when the algorithm is always updated Pup = 1 (b = 256 and b = 80)
and with the probability of update Pup ∈ {0.005, 0.1, 0.3, 0.5, 0.7} (b) Comparison
between the desired Pup and achieved P̂up.

b = 80 yields slightly better performance, but the value is close to the probability

of update Pup = 0.3. The estimated probability of update for this simulation is

presented in Figure 4.9b, where a result close to the prescribed probability of the

update is observed.
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Figure 4.9: FIFA 19 Complete Player simulation: (a) Test MSE curves comparing
the case when the algorithm is always updated Pup = 1 (b = 256 and b = 80)
and with the probability of update Pup ∈ {0.005, 0.1, 0.3, 0.5, 0.7} (b) Comparison
between the desired Pup and achieved P̂up.

In Table 4.6, the performance of the data selection method applied in regression

problems inferred as the MSE average over the last 10 epochs. As noted in the table,

using the data selection method the average MSE achieves a better result between

Pup = 0.3 and Pup = 0.1 with mini-batch b = 256, leading us to conclude that

using a small portion of the samples, the model prediction improves considerably in

the �nal result. Comparing the best results in data selection and simulations with
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Pup = 1 and b = 80, the values are close, but with a considerable reduction in the

computational cost for the proposed method, Table 4.7.

Table 4.6: Comparison between the regression problems in the test error varying the
probability of update Pup (blue is the best and red is the worst for each problem)

Problem 1 Problem 2 Problem 3 Problem 4

Pup = 1 0.0086±2.79e-5 6.12e-04±7.52e-6 0.0031±1.06e-5 0.0021±3.91e-5

Pup = 0.7 0.0082±3.02e-5 4.41e-4±5.89e-6 0.0027±1.8e-4 0.0014±2.74e-5

Pup = 0.5 0.0079±5.76.e-5 4.12e-04±5.38e-6 0.0029±1.07e-5 0.0012±2.93e-5

Pup = 0.3 0.0079 ±9.96.e-5 3.20e-4±8.72e-6 0.0024±8.49e-6 0.0010±1.41e-4

Pup = 0.1 0.0088±3.18e-4 3.56e-04±1.50e-4 0.0023±1.43e-5 0.0011± 2.74e-4

Pup = 0.005 0.0132±6.4e-4 0.0014±0.0017 0.0024± 1.19e-4 0.0013± 2.84e-4

Pup = 1, b = 80 0.0073±3.97e-5 2.96e-4±2.79e-6 0.0025±6.79e-6 0.0009±3.34e-5

Table 4.7: Approximated number of �ops in one epoch varying the probability of
update Pup

Problem 1 Problem 2 Problem 3 Problem 4

Pup = 1 2599× 106 43549× 106 50999× 106 16349× 106

Pup = 0.7 2119× 106 35269× 106 41309× 106 13299× 106

Pup = 0.5 1799× 106 2974× 106 3483× 106 1125× 106

Pup = 0.3 1479× 106 2422× 106 2837× 106 922× 106

Pup = 0.1 1159× 106 1870× 106 2190× 106 719× 106

Pup = 0.005 1007× 106 1608× 106 1883× 106 622× 106

Pup = 1, b = 80 2598× 106 4354× 106 5099× 106 1634× 106

4.3.5 Classi�cation - Problem 5: MNIST Handwritten Digit

Recognition Dataset

The Modi�ed National Institute of Standards and Technology (MNIST) [95]

database is a large data set containing digits hand written by students and employees

of the United States Census Bureau, Figure 4.10. This dataset consists of 60,000

and 10,000 in training and test examples, respectively. The input of this set is a

matrix 28×28, where each value represents a pixel of the image. The input signal is

normalized to the range 0 to 1. The output dataset has integer values between 0 and

9, widely used in the �eld of machine learning, and it is one of the most commonly

used in NN to explore learning techniques.

This dataset has been previously preprocessed and therefore has no missing

values. Since we are modeling an image classi�cation problem, there are no
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Figure 4.10: Sample images from MNIST dataset.

categorical variables, and we have not eliminated any variables before the learning

process.

The step size chosen for this simulation is µ = 0.1 when the objective function is

the cross-entropy error and the softmax function is the output activation function,

while for MSE in the objective function and linear function on output activation,

the step size is equal to 0.01. The other parameters are b = 256 and nup = 100

in the two cases. With the number of hidden layers equal to 2 and the number of

nodes in each hidden layer equal to 1024.

The �gures 4.11a and 4.11b show the results with cross-entropy as the objective

function and softmax as the output activation function, and results with MSE as the

objective function and linear function as the output activation function, respectively.

Again, the data selection method achieves a good performance in the NN, showing

that when we decrease the amount of update per epoch it occurs an improvement in

two layer NN performance (b = 256). Also, when compared with simulation Pup = 1

and b = 32, the best result in data selection achieves a better performance with the

bene�t of requiring a reduced number of �ops. The test classi�cation error curve for

Pup = 0.005 is not depicted in �rst �gure, because it has a higher value compared

to other probabilities, approximately equal to 0.20 in the last epochs.

4.3.6 Classi�cation - Problem 6: EMNIST Letters Dataset

The EMNIST letter dataset considered in this subsection is provided by the

National Institute of Standards and Technology (NIST) [96]. This dataset can

represent the 26 letters of the alphabet at the output, Figure 4.12. The letters

EMNIST contain 120000 training examples and 25000 test examples, and the

examples have been normalized between 0 and 1. The input is a 28 × 28 matrix,

where each input represents a pixel in the image. It has no categorical variables, so
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Figure 4.11: MNIST Handwritten Digit Recognition simulation: Test classi�cation
error (%) comparing the case when the algorithm is always updated Pup = 1 (b = 256
and b = 32) with the probability of update Pup ∈ {0.1, 0.3, 0.5, 0.7} when (a) the
output activation function is softmax and objective function is cross-entropy error
and when (b) the output activation function is linear function and the objective
function is MSE.

it does not need any transformation in the variables. This dataset has already been

preprocessed [97].

The choice of the objective function and the output activation function in�uences

the choice of the µ parameter, thus if we choose MSE as the objective function

and the linear function as the output function, the parameters in this NN will be
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Figure 4.12: Sample images from EMNIST letters dataset.

µ = 0.01, b = 256 and nup = 100. However, if the objective function is cross-entropy

and the output function is softmax, the parameters will be µ = 0.1, b = 256 and

nup = 100. The number of hidden layers is equal to 2. Also, the number of nodes in

the hidden layers in this simulation is 1024.

The results regarding the test classi�cation error when the probability of update

is varied are shown in the Figures 4.13a and 4.13b for cross-entropy and MSE,

respectively. The performance of simulation by setting Pup = 1 and b = 32 in CE

as objective function and Pup = 1 and b = 128 in MSE as objective function have

a slight advantage in the accuracy of results over simulations using data selection.

Again, the test classi�cation error curve for Pup = 0.005 is not included in the �rst

�gure due to higher classi�cation errors, approximately 96% in the last epochs.

In Table 4.8, we show the performance for the data selection method in the

classi�cation problem. The value in each table entry is the averaged MSE over the

last 10 epochs corresponding to a speci�c probability Pup and simulation problem.

In all cases for b = 256, except in the last simulation, the method achieves the best

result for Pup = 0.1. Also, we can note that the combination: cross-entropy as

objective function combined with the softmax as output activation function achieve

better results. In the Table 4.9, we conclude that the data selection reduces the

computational cost. Comparing the best results in data selection and simulations

with Pup = 1 and b = 32 (b = 128 in last column), the values of percentage in the

test error are close.

4.3.7 Problem 7: Deep Neural Network (Transcoding Time

and MNIST Datasets)

The UCI Machine Learning Repository [89] provides the dataset considered in

this subsection. In this subsection, we propose a deep neural network (number
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Figure 4.13: EMNIST letters simulation: Test classi�cation error (%) comparing
the case when the algorithm is always updated Pup = 1 with the probability of
update Pup ∈ {0.1, 0.3, 0.5, 0.7} when (a) the output activate function is softmax and
objective function is cross-entropy error and when (b) the output activate function
is linear function and objective function is MSE.

of hidden layers greater than 2) model to predict the transcoding time of videos

given some basic characteristics as the set of features, including bit rate, frame rate,

resolution, codec, among others. The basic idea of video transcoding is to convert

unsupported video formats into supported ones.

This dataset has no missing values. Initially contains 20 columns, two of which

are categorical variables (input and output coding, with 4 categories each), and using
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Table 4.8: Comparison in test error between the classi�cation problems varying the
probability of update Pup (blue is the best and red is the worst for each problem)

Problem 5 (CE) Problem 5 (MSE) Problem 6 (CE) Problem 6 (MSE)

Pup = 1 1.87±0.023 2.97±0.037 9.99±0.069 15.95±0.163

Pup = 0.7 1.78±0.020 2.70±0.038 9.88±0.056 14.39±0.149

Pup = 0.5 1.72±0.021 2.39±0.04 9.72±0.059 13.8±0.151

Pup = 0.3 1.69±0.05 1.98±0.03 9.48±0.042 13.84±0.166

Pup = 0.1 1.50±0.014 1.86±0.035 9.19±0.034 23.82±0.493

Pup = 0.005 22.61±4.65 1.93±0.071 96.12±0.047 96.3±0.487

Pup = 1, b = 32 1.60±0.009 1.84±0.031 9.13±0.142 12.96±0.118

Table 4.9: Approximated number of �ops in one epoch varying the probability of
update

Problem 5 Problem 6

Pup = 1 566× 109 1145× 109

Pup = 0.7 462× 109 935× 109

Pup = 0.5 393× 109 794× 109

Pup = 0.3 324× 109 654× 109

Pup = 0.1 254× 109 514× 109

Pup = 0.005 221× 109 447× 109

Pup = 1, b = 32 566× 109 1145× 109

the One Hot Encoding (OHE) results in 8 new columns. We also use the min-max

normalization applied on features and output signals so that the values are in the

range of [0,1].

The transcoding time dataset is divided into two subsets, training dataset with

55000 examples and test dataset with 13378 examples. The number of hidden layers

is 4, and the number of nodes in each layer is 128. The parameters chosen in this

subsection are µ = 0.01, b = 256 and nup = 200. The forgetting factor in the error

variance estimation is λe = 0.995.

The test MSE curves are illustrated in �gure 4.14, each curve represents the

evolution of the MSE in relation to the �xed probability of update Pup. We may

notice an improvement (b = 256) in the deep neural network performance when

we decrease the amount of updates, but from a certain value Pup below 0.1, the

algorithm performance degrades. The proposed methods performance is close to the

case where Pup = 1 and b = 80, with the bene�t of reduced computational complexity

(Table 4.10). However, the proposed method has the advantage of requiring a

reduced number of �ops. The �gure 4.15a shows the probability distribution for all

the mini-batches size in 100-th epoch, which is similar to the Gaussian distribution
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reinforcing our hypothesis of the equation (4.15). The comparison between the

estimated probability P̂up and the prescribed probability of update Pup is presented

in Figure 4.15b, where we can conclude that the estimated of probability is close to

the prescribed probability of update.
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Figure 4.14: Transcoding time simulation: test MSE curves comparing the case
when the algorithm is always updated Pup = 1 (b = 512 and b = 64) and with the
probability of update Pup ∈ {0.005, 0.1, 0.3, 0.5, 0.7}.
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Figure 4.15: Transcoding time simulation: (a) Probability distribution for the
samples selected in the 100-th epoch and (b) Comparison between the desired Pup

and achieved P̂up.

The next example veri�es the performance of the data selection method in

classi�cation deep learning. For this, we use the MNIST dataset detailed in

subsection 4.3.5. The framework parameters are de�ned as: the number of hidden
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layers equals 3, and the number of nodes in each layer is 1024. The other parameters

are chosen as µ = 0.1, b = 128 and nup = 100. Moreover, we compared the data

selection with another method called dropout [98] (explained in more detail in the

appendix A.1), which purpose to make node selection in each epoch of the neural

network, in both cases the main role is to reduce the computational cost. The results

of this deep learning example is illustrated in 4.16, where the data selection with

update probability Pup beat the dropout. In addition, a simulation with Pup = 1 and

b = 16 is performed and compared to simulations with data selection, the results

show that our proposed algorithms achieve a performance level close to the standard

neural network, but with a reduction in computational cost when applying the data

selection method in NN algorithm (Table 4.10).
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Figure 4.16: MNIST Handwritten Digit Recognition simulation: Test classi�cation
error (%) comparing the case when the deep learning algorithm utilizes the dropout
technique, and when the data selection method is applied, varying the probability
of update Pup ∈ {0.1,0.3,0.5,0.7,1}. The output activation function is given by
softmax, and objective function is the cross-entropy error.
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Table 4.10: Approximated number of �ops in one epoch varying the probability of
update

MNIST Dataset Transcoding Time Dataset

Pup = 1 944× 109 16966× 106

Pup = 0.7 764× 109 13604× 106

Pup = 0.5 645× 109 11362× 106

Pup = 0.3 525× 109 9120× 106

Pup = 0.1 405× 109 6879× 106

Pup = 0.005 348× 109 5814× 106

Pup = 1, b = 16 944× 109 �

Pup = 1, b = 80 � 16966× 106

4.4 Concluding Remarks

In this chapter, it was formulated a new method for data selection in neural

selection. This method was applied in several dataset for classi�cation and regression

problems. In all simulation, the data selection achieves good performance even when

only 30% of the data is considered, leading to consistent results. Therefore, data

selection in NN is an excellent tool, mainly with the advantage of requiring a lower

computational cost.
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Chapter 5

Conclusions

5.1 Final Remarks

In this work, we proposed some data selection methods in signal processing and

machine learning. The criterion employed is based on selecting only the innovative

data in the iteration process, avoiding irrelevant and redundant information. The

proposed theory was carefully constructed from a statistical point of view.

In signal processing, we veri�ed the performance method in Conjugate Gradient

(CG) and Kernel Conjugate Gradient (KCG) algorithms. Both algorithms achieve

a good performance when the coe�cients are updated less than 50% of times.

Moreover, the simulations including outliers present satisfactory results when

compared with the cases that no outliers are present.

In the neural network (NN), we evaluated the performance of the data selection

method in regression and classi�cation problems. The data-selective algorithms

designed for neural networks have a similar result in most simulations where the

updates are done 100% of times. Moreover, when the data selection method was

incorporated into the algorithm, the computational cost decreased substantially.

The number of �ops is used to quantify this advantage. In addition, when compared

to the dropout method, considering a Deep Neural Network (DNN), a better result

was obtained.

5.2 Future Works

In adaptive �ltering, the next goal is to apply the data selection to other

algorithms, including linear and nonlinear problems.

As we concluded in the Chapter 4, the data selection method proposed in this

dissertation is a promising technique for Machine Learning, the next step is to

compare it other selection methods, as occurred with dropout. Then, we aim
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at extending it to other neural architectures, such as the Convolutional Neural

Networks (CNN), which is more suitable for image processing. Also, there is a

possibility to improve the proposed method and establish new approaches in the

NN learning methods.
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Appendix A

Appendix

A.1 Dropout

Dropout is a stochastic technique to avoid the over�tting during the training

and provides a way of combining exponentially many di�erent neural network

architectures. The idea is based on dropping out nodes in the network, including

all its connections as it is showed in Figure A.1. In the standard case, the node is

retained with probability p (Bernoulli Distribution) independent of other nodes, that

is, their values are temporarily set to zero in each iteration. This process is applied

at each layer. Furthermore, the derivatives of the loss function are backpropagated

through the network.

(a) (b)

Figure A.1: (a) The neural network with two hidden layers and (b) Dropout applied
in the network producing a thinned net

At test procedure, it is unfeasible to average all combinations of many thinned

models. The solution is to use neural network without dropout but with a reduced

version of the trained weights. If a node is dropped with probability p during

training, the weights are multiplied by p at test as shown in Figure A.2.
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Figure A.2: (a) The training node present in process with probability p and (b) The
test phase with node always present and weight multiplied by p.

A.2 Number of Flops

A �op is a �oating point operation [99]. There are several di�culties associated

with calculating a precise count of �oating points operations. The addition and

subtraction is always counted as a �op. The multiplication is usually counted as a

�op. The division and exponential are more complicated because we are instructed

to consider each one as a �op, but in some cases the values is de�ned as 4 �ops

for division and 8 for exponential (HPC community). In this text, we consider all

operations as a �op, including division and exponential.

We compute the number of �ops in two steps, for forward and back-propgation

algorithms. As example, we compute the number of �ops for a Neural Network with

4 layers (two hidden layers), where i denotes the number of nodes of the input layer,

j the number of nodes in the second layer, k the number of nodes in the third layer

and l the number of nodes in the output layer. The parameters are denoted as nep

(epoch), b (mini batch size), iter (iteration), Pup (probability of update).

At each iteration for a certain epoch, we have b training examples. In the forward

process, the following operations are performed from the layer to the next layer

Xl = (Wl)TYl−1,

Yl = [ones(1, b); f(Xl)].
(A.1)

From the �rst layer to the second layer, the number of �ops for a �rst operation,

product between two matrices W1 ∈ Ri×j and Y0 ∈ Ri×b, consist of jb inner

products between vectors of size i. This inner product involves i− 1 additions and

i multiplications. Then, the resulting number of �ops is (2i− 1)jb. The activation

function (ReLU) applied in second equation has 0 �ops. Then, we have (2i − 1)jb

�ops.

Using the same logic from the second layer to third layer, we have (2j−1)kb �ops.

While in the propagation from the third layer to last layer, the matrix multiplication

results in (2k− 1)lb �ops. In the last part, we obtain the estimated value in NN. In

regression problem the output activation function is linear resulting in 0 �ops. In
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classi�cation problem, the softmax funtion has l − 1 additions, 1 division and l + 1

exponential for b training examples, resulting a total of (2l + 1)b.

Therefore, the total number of �ops for feedforward propagation depends on the

problem, for regression problem it is (2ij + 2jk + 2kl − j − k − l)b �ops and for

classi�cation problem it is (2ij + 2jk + 2kl + l + 1)b �ops.

In the back-propagation, the data selection is considered in the procedure of

counting the �ops. To not include the proposed method in process, simply set

probability of update Pup = 1. Starting from the last layer to third layer, we

compute the sensitivity vector in forth layer. To obtain ∆3 = Ŷ(t,i) − YL, it is

required l(Pupb) �ops. In the remainder layers, we compute the sensitive weights

from the vectors previously obtained. For example, from the third layer to second

layer, we have ∆2 = f ′(X2) ⊗ [W3∆3]o
2

1 . The number of �ops in the derivative

of activation function is zero. The multiplication matrix W3∆3 results in k(Pupb)

inner products that involves l− 1 additions and l multiplications. The element-wise

operation has k(Pupb) �ops. Then, the resulting number of �ops is 2lk(Pupb) in this

propagation. Finally, from second to �rst layer, we have the same procedure and

the number of �ops required is 2kj(Pupb).

The last step is the weight updating, for example from forth to third layer, we

have the update W3 = W3 − µ
b
Y2(∆3)T . The multiplication matrix results in a

total of (2(Pupb)−1)kl �ops, beyond the sum of the matrices, with a number of �ops

equal to kl. By summing the multiplication and addition, we end-up with 2(Pupb)kl

�ops. The same process is performed in third to second layer, 2(Pupb)jk, and second

to �rst layer, 2(Pupb)ij. Then, the total number of �ops in back-propagation is

2(Pupb)ij + 2(Pupb)jk + 2(Pupb)kl + 2kj(Pupb) + 2kl(Pupb) + l(Pupb)

= (Pupb)(2ij + 2jk + 2kl + 2kj + 2kl + l).
(A.2)

In the back-propagation, the number of �ops is a function of the probability of

update, reducing the computational cost.
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