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Nos últimos anos, a importância das imagens por campos de luz tornaram-se

destaque na comunidade cient́ıfica dadas as suas numerosas e facinantes aplicações.

Um campo de luz é uma forma de representar informações luminosas provenientes de

qualquer direção, em qualquer momento. Normalmente, dada a enorme quantidade

de dados produzida, em muitos casos trabalha-se com uma versão reduzida dos

campos de luz: as imagens multivistas. Estas são adquiridas através de um conjunto

de câmeras calibradas.

O principal propósito deste trabalho é investigar o quanto as ferramentas atuais

em compressão de imagens conseguem explorar a redundância entre-vistas deste

conteúdo a fim de reduzir a quantidade de dados gerada codificador. Este trabalho

também estuda como as técnicas padrões de compressão agem em diferentes tipos de

seqüência multivista, real ou sintética, densa ou esparsa. Cada uma das ferramentas

é avaliada de acordo com o seu desempenho taxa-distorção a fim de encontrar a

melhor solução para cada tipo diferente seqüências multivistas.

Resultados experimentais mostram que o desempenho de compressão é altamente

dependente de como a estrutura de predição entre-vistas se aproveita da densidade de

vistas. Além disso, resultados mostram que quando a densidade angular de vistas é

muito alta, o modo mais eficiente de explorar a redundância entre-vistas é descartar

pontos de vista no codificador e utilizar interpolação de vistas no decodificador.

Esse método, quando aplicado a seqüências multivistas com alta densidade angular

supera a aplicação direta de perfis inter do HEVC. Isso sugere que as ferramentas

de codificação do HEVC não são capazes de explorar a alta redundância inerente a

campos de luz com alta densidade angular.
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In the last years, the importance of light field imaging has grown together with

its numerous and fascinating applications. A light field is a form of representing

the light coming for every direction at any time. However, the scientific community,

given the large amount of generated data, in many cases works with a simplification

of light fields, called multiview imaging, in which images are acquired through a set

of calibrated cameras.

The main purpose of this work is to investigate how well the current image com-

pression techniques can exploit the natural inter-view redundancy of such content

in order to reduce the total amount of data generated by the encoder. This work

also studies how standard compression techniques act in different types of multiview

sequences, real or synthetic, dense or sparse. Each of the tested compression meth-

ods was evaluated by its rate-distortion performance in order to find out the best

coding solution for compressing different multiview sequences.

Experimental results show that the compression performance is highly dependent

on how the inter-view prediction structure takes advantage of the sequence view

density. In addition, our results point to the fact that, when the angular density of

views is very high, the most efficient way to exploit their inter-view redundancy is

by discarding viewpoints at the encoding, together with view interpolation at the

decoder. Such method, when applied to multiview sequences with high density of

views outperforms the direct application of HEVC inter profiles. This suggests that

the HEVC coding tools are not able to fully exploit the high redundancy inherent

to light fields with high angular density.
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Chapter 1

Introduction

In recent years, there has been an increasing need to reproduce more accurately the

human vision through multimedia contents. Nowadays, new improvements in visual

contents are being developed in order to improve the human visual experience.

For example, photography can now acquire electromagnetic information from

other frequencies than the visible light. It can also register from tiny objects as

molecules to enormous structures as galaxies.

Furthermore, the current enhancements on video technology and computational

power have made possible the use of more sophisticated acquisition methods that

provide a more realistic experience to the users. The necessity of emulating the

human vision led to the development of the 3D video technology, which adds depth

perception to videos.

Another recent innovation made to enhance the video experience is to add the

possibility of a viewpoint change. With this technology, the user can watch the same

content from whichever position in the scene he/she wants.

1.1 Motivation

If multiple viewpoints in the same scene are necessary, several cameras must be

disposed around the scene to obtain the desired content. The resulting set of visual

information is called a multiview sequence.

Among the many applications of multiview sequences, there are two important

applications currently being studied and developed by the scientific community: the

3D Television (3D-TV) [3] and the Free-viewpoint Television (FTV)[4].

The 3D-TV main focus is to provide an immersion into the contents by deliv-

ering to the user depth information. Using at least two cameras to simulate the

stereoscopic human vision, depth is calculated and presented to the user through

specific technologies on displays and glasses.

1



Using dozens of views more views than 3D-TV, Free-viewpoint Television has as

its main purpose to provide an environment where the users can freely choose the

position where they want to watch the video content. However, it may require a

very large number of cameras. In order to avoid this issue, the desired content may

be generated by a so called virtual camera: a model of camera created by geometric

combinations of other cameras that can simulate the video content as if a physical

camera was really there.

Other important applications of multiview imaging are:

1. Scene segmentation and composition: Multiple views of the same scene

can help to introduce or remove objects from a scene as the object dimensions

can be calculated and occlusions issues can be solved;

2. Surveillance: Detection and tracking of abnormalities in a scene are easier

with multiple cameras, solving for example, problems as occlusions;

3. Light field cameras: Introducing arrays of microlenses in a camera, the user

can acquire individual light rays from a scene. By selectively combining these,

different images can be rendered (e.g. multiple viewpoints or multiple focal

distances);

4. Cinematography: Multiple views can aid in creating some scene effects such

as the Bullet Effect, seen in The Matrix (1999) and the Dolly Zoom Effect

(change in the cameras parameters, such as field of view, giving the zoom

effect) as seen in Vertigo (1958).

1.2 Objective

The main objective of this work is to study how current technology is capable of

exploiting the natural redundancy present in multiview sequences. This redundancy

is present between the views of such a sequence, and it is related to the proximity of

the cameras. The closer are two adjacent cameras, the largest will be the inter-view

redundancy.

This works proposes to study different HEVC coding structures, coding param-

eters and redundancy removal techniques in order to effectively exploit such inter-

view redundancy. It is also crucial to analyse how much these techniques are able

to remove the inter-view redundancy when compressing different types of multiview

sequences.

2



1.3 Organization

This work is structured as follows: Chapter 2 presents a mathematical model for

multidimensional imaging focusing in the multiview approach as well as the de-

scription of the material used in the compression experiments. Chapter 3 makes

experiment proposals with the objective to understand the inter-view redundancy

and different manners to reduce it. Chapter 4 describes all the methods, parameters

and tools used in this work to compress multiview sequences as well as to compare

results. Chapter 5 analyses the results of the proposed experiments and compare

the compression approaches. Chapter 6 presents the conclusions of the experiments

and what can be learned from them.

3



Chapter 2

Multiview imaging

This chapter will introduce some basic concepts behind multiview imaging. For its

proper understanding, some background concepts will be presented concerning the

plenoptic function and multiview acquisition.

2.1 The plenoptic function and multiview se-

quences

The plenoptic function, first introduced by Adelson in [5], is a multidimensional

function which describes, in a given point in space, all luminous information from

the surrounding environment. In other words, this function can describe exactly the

light spectrum that comes from every direction at any time instant.

A plenoptic function can be mathematically explained considering a point located

in (Ox,Oy,Oz) which can register an intensity of light varying with time I(t). On can

also represent the direction from where the light comes by the vector in spherical

coordinates ~d = (θ, φ) and the light spectrum S(λ), where λ is the wavelength. A

representation of the plenoptic function is depicted in Figure 2.1.

In a concise form, the plenoptic function at a point can be represented considering

all listed variables and functions and can be written as

I = f(Ox, Oy, Oz, θ, φ, λ, t). (2.1)

A plenoptic function, as seen in Equation 2.1, would generate an enormous

amount of data to be processed or stored. Fortunately, as the human visual sys-

tem is limited, and it is not necessary to store all luminous data described by

I(Ox, Oy, Oz, θ, φ, λ, t).

First of all, the human eye has only three types of cells responsible for color

vision [6]. These cells are called cones and cannot distinguish the full spectral

density of light, but just the combination of three spectral responses.

4



(Ox, Oy, Oz)

I(λ)

~d = (θ, φ)

t

Figure 2.1: Visual representation of a plenoptic function in the Equation 2.1 form.

In addition, the total number of eye cells is finite, meaning that humans cannot

perceive luminous information from every direction [7]. Correspondingly, modern

cameras store the data which only stimulates a finite number of light sensitive ele-

ments, called pixels.

It also is not possible to arrange an infinite number of cameras in a limited

spatial volume, restricting the choices of (Ox,Oy,Oz). Instead, one should use a

limited number of cameras in this volume.

In order to further simplify the plenoptic function I(Ox, Oy, Oz, θ, φ, λ, t) one

should consider how the light is captured by the camera. One of the possibilities is

the pinhole camera model, presented in Figure 2.2.

This camera model has a pinhole located in (Cx, Cy, Cz) (also called camera

centre) where the light rays should pass through. It also has a plane called camera

plane that registers all the luminous information from the outside of the camera and

that passes through the pinhole. It is considered here that the image has M × N
pixels, and that a pixel is square with unit side. Each pixel can be represented by a

pair of values (u, v) indicating its location on the image plane, with 0 ≤ u ≤M − 1,

0 ≤ v ≤ N − 1.

Be an instantaneous monochromatic light ray with intensity L(x, y, γ) that in-

tercepts the camera plane on the point (x, y) having travelled a distance Gamma

from the light source (or from a reflexive object) to the centre of the camera. Then,

the total luminous intensity received by a pixel (u, v) is

I(u, v) =

∫ u+1

u

∫ v+1

v

∫ Γ

0

L(x, y, γ) du dv dγ, (2.2)

where Γ is the maximum distance from the camera centre to the reflexive opaque

object or light source.
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L(x, y, γ)

(u, v)

1

1

Camera Center

Camera Plane

Figure 2.2: Pinhole camera model and its pixel representation.

Note that the pinhole restricts the light that intercepts the camera plane. There-

fore, the maximum angle Θmax in front of the camera with respect to the vector

normal to the camera plane is called field of view. One can see the field of view

represented in Figure 2.3 for the the x-axis. Θmax can be written as

Θmax = 2 arctan

(
M

2f

)
, (2.3)

where f , the distance between the focal plane and the camera centre is called focal

length. Analogously, the maximum vertical angle Φmax is

Φmax = 2 arctan

(
N

2f

)
. (2.4)

Considering that the light varies in time, then Equation 2.2 can be rewritten as

I(u, v, t0) =

∫ u+1

u

∫ v+1

v

∫ Γ

0

∫
t

L(x, y, γ, t)Wt0(t) du dv dγ dt. (2.5)

Wt0(t) in Equation 2.2 refers to the exposure window from the moment t0. The

function W (t) depends on the shutter response and the material which the film is

made of. The time interval when the shutter is kept open is called exposure time.

Equation 2.5 can be extended to a video sequence, which starts at a time instant

agreed to be zero in both sequences and captures K frames at a rate of R frames

per second. This extension can be seen in Equation 2.6.
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Camera Plane

f
M

θ
Θmax

Figure 2.3: Upper view of a pinhole camera model and its focal length f and field
of view Θmax.

I(u, v, n) =

∫ u+1

u

∫ v+1

v

∫ Γ

0

∫
t

L(x, y, γ, t)WnR(t) du dv dγ dt, (2.6)

being n in this equation called frame index.

One can notice that Equation 2.6 is only valid for monochromatic light rays.

However, usually the light ray carries different wavelengths λ, with intensity of

L(x, y, γ, t, λ).

An image which has multiple wavelengths cannot be described in the I(u, v) for-

mat. A common solution, derived from the fact that human beings have three cones,

is to represent the visible spectrum of colours in a three-component basis (P1,P2,P3).

Each of these basis is represented by a spectrum response SPi
(λ). Therefore, a chan-

nel Pi of an image I(u, v), considering the visible spectrum situated between 350nm

and 780nm, can be written as

IPi
(u, v, n)=

∫ u+1

u

∫ v+1

v

∫ Γ

0

∫
t

∫ 780nm

350nm

L(x, y, γ, t, λ)WnR(t)SPi
(λ) du dv dγ dn dλ.

(2.7)

In order to make L(x, y, γ, t, λ) be a good representation of the plenoptic function

f(Ox, Oy, Oz, θ, φ, λ, t), it is also necessary to determine if each of the dimensions

are sampled with a high enough density.

For example, for a video sequence, the time is well represented if the number

of frames per second is enough to cause, from the human point of view, a fluid

transition between frames.

In addition, as pointed out in the discussion leading to the Equations 2.5 and

2.6, a pinhole camera structure does not allow the registration of all θ and φ angles.

This angle depends on the focal length f and the size of the camera plane.
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All the above considerations are valid for a single camera, i.e. they do not take

into consideration the measurement of the plenoptic function for several camera

centre positions (Ox, Oy, Oz). It can be approximated by placing multiple cameras

in the space.

Clearly is not possible to acquire a full plenoptic function, over all the desired

space. By limiting the number of cameras and defining the scene of interest, there

are many possible camera arrangements. Cameras can be placed randomly around

the scene of interest, but it would be cumbersome to handle the resulting images.

One simple arrangement consists of cameras being placed at points belonging to a

3-D Cartesian grid.

An image, belonging to a 3-D Cartesian grid can be represented by Ia,b,cP1,P2,P3
(u, v)

being a, b and c the index of the image in the grid. Another possible arrangement

is a two-dimensional Cartesian grid. Figure 2.4 exemplifies this arrangement.

Ia,bP1,P2,P3
(u, v)

Ia+1,b+1
P1,P2,P3

(u, v)

Figure 2.4: Example of a two-dimensional camera array.

All these multidimensional simplifications of the plenoptic function are called

light-fields [8].

A set of images Ia,b,cP1,P2,P3
(u, v) in a Cartesian grid is given the name of 5D-light

field as one needs five coordinates to represent it.

Similarly, Ia,bP1,P2,P3
(u, v) is known as 4D-light field. Light fields are families of

images which recently have become popular by their innovative capabilities such

as refocusing, reduction of exposure time, computation of synthetic images from

different viewpoints, etc.

Recent devices, called light-field cameras [1] (see Figure 2.5), were developed

specifically to acquire light fields and allow the user to produce images with some
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desired properties. Examples of these properties are the focus (as exemplified in

Figure 2.6), the exposure, the position of the camera, etc.

Figure 2.5: A light field camera. Image taken from [1].

Figure 2.6: An example of a post-refocusing of an image captured by a light field
camera. Image taken from [1].

When acquired by a camera array, a 3D-light field is often referred to as a

multiview sequence. They are represented as IaP1,P2,P3
(u, v) function.

Nowadays, there are mainly two ways to acquire a multiview sequence. The next

section explains these and presents the arguments for and against each one of them.

2.2 Multiview acquisition

As explained in Section 2.1, a light field can be sampled by a 1-D, 2D or 3D array

of cameras. This array can be implemented using two methods depending on the
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scene of interest: physical cameras with centres placed pre-established points for

real environments, or virtual cameras placed in computer modelled scenes.

2.2.1 Camera grid

Placing physical cameras on a grid in order to record a scene is not an easy task.

For example, it would be difficult to construct a 3D-array of cameras as the cameras

cannot be placed in front of each other to avoid interfering with the scene acquisition.

Two-dimensional and one-dimensional arrays are easier to construct, but multi-

view sequences with small distance between cameras may not be built due to the

physical camera sizes.

An alternative solution would be placing a single camera which moves into dif-

ferent pre-established positions. However, this method would not allow recording a

scene where the objects are moving (non-static scene) as the image correction for

misplacement and misalignment would be difficult.

Instead, multiple cameras can compose the grid, as shown in Figure 2.7. The

problems of this solution are that it is very difficult to achieve perfect synchronization

between cameras and consistently adjust the various camera parameters, e.g. focal

length, brightness, and exposure time. In addition, the number of cameras to be

used is limited.

Figure 2.7: 1D-Camera arrangement designed by Nagoya University, Japan [2]

After the acquisition, it is also necessary to synchronize all cameras and per-

form camera calibration to correct brightness and compensate misalignment and

misplacement.

In spite of being fast, once the cameras and the environment are ready, any kind

of scenarios can be recorded. However, the physical camera array can be very costly.

For that reason, the rendering process presented in the next section is an alternative

often preferred.
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2.2.2 Sequence rendering

An alternative for placing real cameras to sample a light field is to get images

from a computationally created environment. One of the most popular rendering

algorithms that can be used for this purpose, and that provides a reliable description

of the scene, is the so-called ray-tracing algorithm [9].

The ray-tracing method uses the light properties as well as its path through the

environment to compute the pixel values as in Equation 2.7. The result is an image

quite realistic as the light, materials and its interactions like reflectance, absorption,

transparency etc, are all physically modelled.

With the use of ray-tracing algorithms, there are no restrictions associated with

the camera position and distance between cameras. On the other hand, modelling

a realistic scene can be very difficult and the rendering time can be very large,

naturally always depending on the available computational resources.

This work will use different sequences acquired using both of the above described

methods in its tests. The next section describes these sequences.

2.3 Description of the used multiview sequences

For a better understanding of how multiview sequences will behave when subject to

different compression tools, it is essential to know each sequence main characteristics

and structure as they can play an important role in the compression performance.

In order not to produce biased results, ten different sequences are chosen to

be part of the subsequent experiments. These sequences include both light fields

captured by camera arrays and rendered light fields using the Physically Based

Ray-Tracer software (PBRT) [10].

In total, there are ten sequences, created in four different places, being five of

them static (only one time instant) and the other five video sequences with a number

of views varying from 7 to 850 views. The sequences San Miguel-UHasselt, Kendo,

Pantomime, Balloons, Champagne Tower and Dog are also used as multiview test

sequences by ISO/IEC JTC1/SC29/WG11, the MPEG standardization group.

Format

All multiview sequences are stored in the YUV 4:2:0 raw format. This format uses

a colour space called YUV ({P1, P2, P3} = {Y, U, V }), where the Y channel carries

the luminance information and the U and V channels carry the chrominance (hue

and saturation information).

For each channel, YUV 4:2:0 format uses 8 bits per pixel for each channel. This

format also attributes only a half of the total image resolution (width and length)
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to U and V channels.

Then, there are four times more Y pixels then U pixels (see Figure 2.8).

Y channel : 8-bits

U channel : 8-bits

V channel : 8-bits

Figure 2.8: Arrangement of luminance and chrominance in the YUV 4:2:0 format

The Appendix A presents and gives a brief description of each of these multiview

sequences.
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Chapter 3

Proposals

As introduced in Chapter 1, multiview imaging is a form of video content which

brings extra visual perceptions to the users. These perceptions are extracted from

multiple cameras spread around the scene, giving to the users a more complete

overview of the environment they are watching.

However, these extra perceptions come with a price. The extra viewpoints are

very costly in terms of bits to broadcasting services and to computational resources,

such as storage.

Due to this large amount of data involving the work with multiview sequences,

it becomes essential to develop new compression techniques to make it viable to be

largely used by people.

As the multiple viewpoints in a multiview sequence always record a same scene,

there are common aspects to the scenes in different cameras, which lends them a

significant inter-view redundancy. This redundancy depends on how the cameras

are placed, the distance between them, their configuration, etc.

3.1 Literature review

Many efforts have been made in order to reduce the large amount of data of multiview

contents. Among the most popular types of multiview content are the images from

light-field cameras and the images from an array of cameras (real or synthetic).

Content generated by specific light-field cameras, like the Lytro Camera[11] is

then object of study on the multiview compression subject. The array of microlenses

placed inside the camera acts to split the light according to its incident angle. The

resulting image is a composition of many micro-images, each one depicting the scene

as it was a different camera.

As each micro-image in a light-field image displays a slightly different point of

view, the micro-images carry strong similiarities among them. Different approaches
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have been studied in order to improve the compression performance on such con-

tent. This similarity between diferent micro-images can be explored if an algorithm

is capable of searching contents of one micro-images in others. Some solutions, as

the algorithm presented in [12] and [13], called Self-Similarity Compensated Pre-

diction use block-matching used inside a light-field image in order to overperform

compression results from HEVC intra-coding[14], saving up to 66.22% of the bitrate.

A combined approach was investigated in [15]. This approach adds to the Self-

Similarity Prediction of [12] and [13] variations of the HEVC prediction modes.

These prediction modes use the information of blocks that were already encoded to

estimate a block to be encoded. It uses the idea that a view can be estimated by

a combination of other nearby views. Results show that the proposed combination

can reduce the bitrate in 31.86%, in average, when compared with the HEVC intra-

mode.

For multiview sequences generated by camera arrays, there are also many com-

pression techniques in the literature. One approach to multiview compression involve

the usage of depth maps. Depth maps are images that inform the depth correspond-

ing to each pixel in the scene. With the help of depth maps, the 3D geometry of the

scene is known and it is then possible to synthesize new viewpoints for the sequence.

This type of algorithms, called Depth-image-based rendering (DIBR) [16], permits

the use of more sparse sequences, since intermediate views can be synthesized. How-

ever, these algorithms depend heavily on the quality of the depth map in order to

calculate the 3D correspondences correctly.

For multiview sequences without depth information, view synthesis algorithms,

as in [17] and [18] are capable of synthesizing intermediate viewpoints by searching

blocks that are present in two views and shifting the block to a position proportional

to the desired viewpoint. These synthesized views, in replacement of some original

views, can reduce the total bitrate of the sequence.

As a complement for these works, an objective metric for measuring the quality of

the horizontal-parallax effect on multiview sequences was tested in [19]. It considers

that the quality of the interaction with the sequence consists in a weighting of the

intra-picture quality and the parallax quality, that is based on the optical flow [20].

Results show that the correlation with subjective scores is high for sequences with

high density of views.
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3.2 Proposed experiments

As one can see, the approaches for either light-field images or multiview sequences

share some similarities. Both of lines of research try to find similarities between

different viewpoints: micro-images for light-field images or views for an array of

cameras.

Taking as example a linear arrangement of cameras, one can divide the redun-

dancy that is present in a multiview content in three parts:

• Temporal redundancy: Similarities in content between different time in-

stants;

• Intra-view redundancy: Similarities between parts of the same image due

to the scene construction and composition;

• Inter-view redundancy: Similarities shared between different viewpoints

due to the scene composition and the cameras positioning.

The main focus of this work is the inter-view redundancy, thus, only static mul-

tiview sequences (each view has only one time frame) will be used. Therefore, the

redundancy present in the multiview sequence are only the inter and intra-view,

where the inter-view redundancy comes from its multiview nature.

In order to study how one can store data from multiview content, it is necessary

to relate this redundancy to the multiview settings and parameters. This relation

should exclude the influence of intra-view redundancy, once it is not related to the

multiview compression issue. The intra-view compression issue is out of scope of

this work, being well developed in the most recent codecs [21].

This work will study the relation of the multiview redundancy with some of the

multiview sequences main parameters and compare different coding solutions to find

out good settings for multiview compression.

This study is divided in three parts:

1. Simulcasting coding:

Simulcasting, a word blending for simultaneous broadcasting, is an indepen-

dent viewpoint compression, ignoring the multiview nature of the content.

This study is necessary to estimate the effect of intra-view redundancy in the

compression of each tested sequence.

Once the intra-view redundancy contribution to the compression of each se-

quence is known, it will be possible to calculate how each method estimates

the inter-view redundancy when the multiview compression is made.
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The simulcast coding also can indicate how complex is the content of the

sequence since the simulcast performance depends only on the content present

in a single view.

2. Multiview coding:

Study of some techniques to reduce the total amount of bits of a sequence

using the information shared by more than simply one view. The multiview

compression will consider the relation among different views under different

coding conditions.

In this experiment, parameters such as distance between views, density of

views, as well as size and type of the compression structures, are evaluated in

terms of compression performance. All these results are written in comparison

with the simulcast performance in order to measure the inter-view redundancy

reduction;

From these results, one can evaluate which set of parameters produces better

results in inter-view redundancy reduction. These results can then be used for

future multiview compression works.
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3. Multiview coding with redundancy removal:

This experiment will study a form of redundancy removal using the results and

parameters of the multiview coding experiment. This removal will be made by

discarding a certain number of views, in order to diminish the total amount

of data, and replace them by views synthesized from adjacent encoded views.

The experiment will continue its analysis by verifying how the removal of those

views affected the compression performance. If it provides negatives results,

it means that this removal had discarded important inter-view information

that could be properly exploited by the studied compression methods (HEVC

in this case). If the compression performance is improved, it means that

only redundant information was discarded and then this removal technique is

effective.

The diagram of Figure 3.1 presents the experiment idea and each constituent

part of it

Encoding Decoding

Decoded Sequence

Interpolation

Interpolated Sequence
Comparisson

Multiview Sequence

Pile views into
frames

View 0 View 1 View 2 View 3 View 4 Frames 0 - 5

HEVC Codec

Subsampling

Results

Figure 3.1: View decimation and decoder interpolation experiment schematic.

The next chapter will explain all the methodologies used in these experiments as

well as the used performance metrics and performance comparison methods among

different compression results.
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Chapter 4

Methodology

This chapter introduces the methodology used for carrying out the main proposals

of this work as detailed in Chapter 3.

The first step of this study is to understand how the views arrangement can affect

the multiview compression performance and how to make it measurable. The most

important parameter related to the views arrangement to be studied in this work is

the view density. Section 4.1 introduces the view density concept and describes the

method used to measure it.

After that, this chapter will also introduce the coding tools which all sequences

will be subjected to in the compression experiments as well as explain all important

parameters and metrics used in those tests.

4.1 View density

Aside from the characteristics of each of one the views that composes a multiview

sequence, like resolution, bit depth, colour space, etc; there is another important

feature to be considered: the camera arrangement.

Cameras usually can be arranged linearly (as a row), in an arc, as a two-

dimensional array, spread all over the environment, etc.

In this work, only linearly-arranged multiview sequences will be used. Linearly-

arranged sequences are the simplest form of a multiview sequence and also the one

for which there is more available content for research.

Among linearly-arranged multiview sequences, there is an important factor that

differentiates one arrangement from another: the distance between adjacent cameras.

A good value for this distance, from the point of view of the user interaction,

depends on how the views are disposed. In other words the distance between views

also depends on the room and where they are displayed on the room. It depends

also on the monitor size and model, disposition of the monitor in the room, distance

between the monitor and the viewer, etc.
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This distance can influence on how the user can interact with a multiview se-

quence. In the room setting used for this work, the user interacts with the multiview

sequence by moving around the room, with his head position being captured by a

tracking camera placed above the monitor. The quantity of views the user can

perceive per degree inside the tracking camera coverage is called view density.

The procedures performed to measure the view density took place in a room

located at the SMT Laboratory from COPPE/UFRJ (see Figure 4.1). A 3D monitor

JVC 463D10U 46’ with circular polarization was used for displaying the sequences

and an OptiTrack V:120 Duo camera was used for determining the viewer position.

For example, a multiview sequence that has many views in a small angle of view

provides a smooth transition between views. A multiview sequence with less views

per angle of view can provide a harsh transition even though it would consume less

storage space.

Figure 4.1: Room used for view density measurements.

In the tested configuration, the viewer can only move along a line parallel to the

screen in order to navigate through the scene between different points of view.

We start by establishing the leftmost camera image to be shown when the viewer

is at the very left of the room and the rightmost image to be shown when the

viewer is at the very right of the room. The intermediate viewpoints will be equally

distributed in the spaced between the rightmost and the leftmost viewpoints. Using

these settings, the room can be modelled as seen in Figure 4.2.
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Figure 4.2: Room model for view density measurements.

The measurements to be obtained in order to find the view density of each

sequence are:

• The field of view length (L): It is the distance between the left and right

walls. In the used room,

L = 270 cm

• Screen-observer distance (D): It is the distance between the center of the

screen and the usual position of observation right in front of the screen. In

this set-up,

D = 203 cm

From Figure 4.2 one notices that the maximum angle θmax between the two

central adjacent views can be calculated using the angle formed between two corre-

sponding points from the two most central views and the tracking camera. Thus,

this angle can be calculated by:

θmax = 2 arctan

(
d

2D

)
, (4.1)

where d is the distance between two points of view. Once the vision range of the

tracking camera was set as the room width, d can be represented as d = L
Nviews

and

θmax as

θmax = 2 arctan

(
L

2NviewsD

)
. (4.2)

This formula can relate the view density with the number of views of each mul-

tiview sequence. As one can see, the view density is an angular measure and it can

be defined as is the amount of views the user can perceive within an angle in front

of the tracking camera or, in other words, it is measured in views/degree.
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4.2 Multiview sequence classification

Once the angular view density formula was derived in 4.2, one can find the angular

view density of each sequence to be tested. High values of angular view density

(or from now on angular density) means that the sequence displays a denser grid

of views than sequences with low values of angular density. Table 4.1 presents the

results for each sequence.

Table 4.1: Angular view density (in views/degrees) for multiview sequences

Sequence Name View Density (views/degrees)

San Miguel - UFRJ 11.1539

Audi TT 8.3983

San Miguel - UHasselt 2.6245

Champagne Tower 1.0498

Pantomime 1.0498

Dog 1.0498

Balloons 0.0921

Kendo 0.0921

Elephant 6.0363

Train 6.5611

From the results above, it is possible to distinguish at least three groups of

angular view densities:

• Sequences San Miguel - UFRJ, Audi TT, Train and Elephant can be classified

as high-density multiview sequences, or supermultiview sequences, as they

have the largest density values;

• Sequences San Miguel - UHasselt, Champagne Tower, Pantomime and Dog can

be called medium-density multiview sequences as they present intermediate

values of angular density;

• Sequences Baloons and Kendo can be called low-density multiview sequences

as they have very low angular density values.

The angular density, as a measurement inversely proportional to the distance

between the cameras, is related to the correlation between multiview images. Hence,

it is fundamental to consider this measure as an important feature impacting on the

coding efficiency behaviour of a multiview sequence.
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4.3 Coding tools

4.3.1 High Efficiency Video Coding (HEVC)

In order to perform the simulcasting as well as the inter-view compression, the most

recent video compression standard will be used: the High Efficiency Video Coding

(HEVC).

Recently, the HEVC standard, developed by the ISO/IEC JTC 1/SC 29/WG

11 Moving Picture Experts Group (MPEG), jointly with ITU-T SG16/Q.6 Video

Coding Experts Group (VCEG) is considered the current state of the art video

codec [22]. HEVC, also known as MPEG-H Part 2 and ITU-T H.265, is the successor

of H.264 / MPEG-4 AVC , being published on November 25, 2013.

The main goal of HEVC is to save at least 50% of the bitrate over H.264 under

the same quality level. HEVC has brought many new coding tools suited to cod-

ing new emerging contents, e.g. new high-quality formats as Ultra-HD, formats for

mobile devices and multiview contents. HEVC also made improvements on parallel

processing tools allowing a reduction in encoding and decoding time.

Although HEVC presents new features and improved techniques, its basic coding

architecture follows the well-established architecture from previous video codecs, as

for example H.264. A simplified diagram of the HEVC architecture is presented in

Figure 4.3.

At a first sight, this architecture can be confused with the H.264 architecture.

However, inside each block there are many changes that allow HEVC to have a su-

perior coding performance. Those differences are presented in the next paragraphs.

Signal Partitioning

Instead of H.264 partitioning, where each frame is partitioned in 16 × 16 mac-

roblocks, HEVC presents the Coding Tree Unit (CTU). The CTU is a composition

of three Coding Tree Blocks (CTBs) – two CTBs for chrominance and one for lu-

minance – which can have the sizes of 16× 16, 32× 32 or 64× 64 pixels.

Each CTU is a root node of a quadtree structure where each children node is

called Coding Unit (CU) which, following the example of the CTU, consists in two

chrominances and one luminance Coding Blocks (CB).

From the CU tree level, two structures emerge: the Prediction Unit (PU) with

its three Prediction Blocks (PB) and its partitions to be used in the prediction stage

of the coding process, as well as the Transform Unit (TU) and its Transform Blocks

(TB), which will be submitted individually to the Transform block.

All these changes in partitioning, with the addition of larger block structures

and the differentiation between prediction and transform structures, allow a better
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Figure 4.3: HEVC encoder block diagram

performance comparing with the H.264 in compressing contents with larger resolu-

tions.

Motion Estimation

There were significant differences in Motion Estimation from H.264 standard.

Aside of the H.264 motion estimation methods, two methods were added to the

HEVC: The Advanced Motion Vector mode, which uses adjacent prediction blocks

to estimate candidates for a Motion Vector (MV); and the Merge Mode where motion

vectors can be directly borrowed from estimated adjacent blocks.

Motion Compensation

The HEVC motion compensation is very similar to the H.264 motion compen-

sation by using a quarter-pixel precision for motion vectors. The interpolation for

fractional pixels however, uses an 8-tap or 7-tap filters instead of the 6-tap filter

used by the H.264.
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Intra Prediction

The HEVC uses up to 33 directional intrapicture prediction modes compared with

the 8 modes from H.264 plus a surface fitting (planar) and a flat (DC) prediction.

Transform

The HEVC standard has added Transform Blocks of sizes 16× 16 and 32× 32 to

the existing 4× 4 and 8× 8 blocks from H.264 to increase the coding performance

over high resolution contents. The transform block uses a new integer transform,

similar to the Discrete Sine Transform (DST) for 4 × 4 luminance blocks and a

function similar to the Discrete Cosine Transform (DCT) basis functions for the

other TB cases.

Quantization

For the quantization block, HEVC adds the support to new TB sizes to the H.264

quantization design and keeps the variable which controls the output quality, the

quantization parameter (QP), in the range of 0 to 51 for eight-bit depth contents.

SAO Filter

While the H.264 standard uses a 4 × 4 deblocking filter, the HEVC uses a filter

version with the size of 8× 8. After deblocking, HEVC compensates the deblocking

filter by adding an offset to the decoded pixel value. This block is called Sample

Adaptive Offset (SAO). In the HEVC standard, a new amplitude mapping was added

using statistical analysis of the signal in order to improve the deblocking operation;

Entropy Coding

The HEVC uses a Context Adaptive Binary Arithmetic Coding (CABAC) which

is very similar to the Entropy coder used in H.264 except for parallelization routines.

Other Structures

Two entirely new structures were added to HEVC standard to provide new ways

to deal with synchronisation and parallelism: tiles and slices.

Tiles are regions of the content which can be decoded independently in order to

provide some parallelism to the coding and decoding processes.

Slices are sets of sequential CTUs created with the purpose of synchronisation

in case of data loss and to serve as a limit to the influence of the prediction block.

A common choice for a slice is an entire video frame or a view in case of multiview

sequences. Slices are classified in three types:

• I-slice: Slice such that CUs contained in it slice can be only be predicted by

other CUs of the same picture;
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• P-slice: Slice such that only uses motion prediction from one other picture

per Prediction Block (uniprediction);

• B-slice: Slice such that can use motion predictions from other two pictures

per Prediction Block (biprediction).

In the HEVC standard, usually all three types of frames are organized period-

ically in time. The size of its period is called GOP (Group of Picture) size. The

bigger the GOP size, the more is the temporal redundancy between frames exploited.

4.3.2 Multiview compression

An inter-structure prediction is defined as a specific type of prediction in which

data from another similar structure is used to estimate the current one in order to

reduce the total amount of data to be encoded. For example, if components of an

image block are used to predict another block, this operation can be referred to as

an inter-block prediction.

Regarding video sequences, prediction can as well be carried out in the time

dimension, diminishing the temporal redundancy contained within video frames.

This redundancy is related basically to the usual video content, in which variations

between frames are usually small, except in occasional changes of scene, rapid camera

movements, etc.

In this work, another type of prediction will be explored: the inter-view predic-

tion. This prediction uses the visual information present in one camera to estimate

the data of another camera. The justification for the use of this operation is sim-

ilar to the one for the use of inter-frame prediction: small variations between its

structures due to the natural redundancy present in time and space.

Nevertheless, there are some differences between inter-view and temporal re-

dundancies. Whereas temporal contents can change completely from one frame to

another, the visual information is usually consistent between two adjacent cameras.

For example, consider that the images of a linearly-aligned multiview sequence are

displayed sequentially as frames in a video sequence following and ordering based

on the camera position. In this case the resulting video sequence would be similar

to the one generated by a single camera moving along the positions of the cameras.

Such a movement would not generate any abrupt change in its contents. In this

case, although some object occlusions can clearly occur, their occurrence would be

consistent with the camera movement.

For these reasons, one might expect that a multiview sequence, when submitted

to the same encoding process of temporally-acquired video frames, can have its

inter-view redundancy adequately explored as it was inter-frame redundancy.
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Concerning the multiview coding, the Joint Collaborative Team on 3D Video

Coding Extension (JCT-3V) created two extensions for the HEVC standard where

prediction tools are employed in order to reduce inter-view redundancy.

One of them, called Multiview-HEVC (MV-HEVC) , is the HEVC extension

created for multiview video. For a given quality, it tries to reduce the total bitrate

by exploring not only the spatio-temporal redundancy within each view, but also by

exploring the redundancy present among different camera views.

The other, called 3D-HEVC, deals basically with multiview sequences containing

depth maps. In this extension, depth information is used to estimate the position of

an object in a predicted view. Besides depth information, camera parameters must

also be encoded in this extension.

Unfortunately, several multiview sequences used in this work do not present

any depth information or camera parameters. In addition, as this work concerns

only static multiview sequences, there is no need to use neither the 3D-HEVC nor

the MV-HEVC. The HEVC software using the inter-frame tools along the views to

perform the inter-view prediction will suffice to our goals.

In video sequences, the inter-frame prediction implies that the nth frame, denoted

by φ[n] can be predicted by a set of other frames resulting in an estimated frame φ̃[n].

The closest φ̃[n] is to φ[n], the best can be the prediction and the less information is

required to represent the difference between φ̃[n] and φ[n]. This difference is what

will be added to the encoded file increasing the total bitrate, so it is necessary to

find the best ways to predict a φ̃[n] in order to reduce that difference.

Consider that φ̃[n] is a result of an inter-frame (or inter-view) prediction in which

M frames were used in the process. This set is called a Group of Pictures (GOP) for

video sequences or Group of Views (GOV) of size M for multiview sequences.

Regarding the choice of which frames/views are the best to be part of this

GOP/GOV, it is not a bad assumption to consider that the closest frames/views in

time or space are the ones which can provide a better prediction than the distant

ones. For example, frames within a specific second of video are most probably to be

similar while a frame a minute later, probably is totally different from these ones.

The choice of views, for a GOV follows the same logic: spatially closest views are

the best candidates to be part of a GOV then the distant ones.

Regarding the choice of the number of composing elements in the GOP/GOV,

one can say that few elements are more probable to produce a poorer estimation

φ̃[n] than a larger group. However, it is not true to consider that if we expand the

group as we want, a better approximation φ̃[n] will be achieved. It is expected that

the performance of the predictor will stop increasing significantly after a reasonable

and significant group of frames/views has already been added to the GOP/GOV.

Another important factor to be considered is the computational complexity involved
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in predicting a frame/view. The largest the group of elements, the more complex is

the prediction process.

Considering that the contents of a video sequence can often change drastically,

usually the GOP size should not be very large since uncorrelated frames are not

helpful. On the other hand, multiview sequences always depict the same scene

except from the camera position. The changes between views depend only on the

quantity of occlusions and the distance between the cameras. Hence, GOV sizes can

be large, since there is much less probability that uncorrelated views belong to the

group.

It is also necessary to define the role of each view inside a GOV. A GOV should

be organized so that each view inside it can be predicted by other views inside the

same GOV. The HEVC standard (as well as its predecessor, the H.264 standard)

have established that each view can in principle use all the other views from inside

the same GOV as long as view type restrictions for prediction are respected.

In this work, the type of a given view will be referred as the type of the slices

contained in the view, as we will assume one slice type per view as has been done

in Section 4.3. Thus, there are three main types of views:

• I-views: Views that use I-slices. These views are not predicted by other views

from the GOP and can be seen as references for the other predictions;

• P-views: Views that use P-slices. In this work, P-views are always predicted

by another P-view or an I-view;

• B-views: Views that use B-slices. These are the views predicted both by

I-views , P-views or even other B-views.

Using these three types of views, the GOV prediction structures can be dia-

grammed. In this work, four structures were chosen to organize the inter-view

prediction.

• IIIII: All views are encoded without prediction of other views. This is the

encoding structure used in the simulcast experiment;

• IPPPP: This structure organizes the views in order to be predicted only

by the previously predicted view (except for the first I-view). This scheme

predicts the view considering only one direction, for example, from the view

immediately in the left. This structure can be observed in Figure 4.4;
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Figure 4.4: IPPPP inter-view prediction structure.

• IBBBI: This prediction structure is also called a dyadic GOV and creates

layers of prediction (hierarchical layers) starting with two I-views and sepa-

rated by M − 1 views. These two I-views composes the prediction of the view

equidistant from both of them creating a first layer. This view in the first

layer predicts two more views equidistant to both I-views, creating a second

layer. This process repeats until there are no more views within the GOV to

be encoded. A dyadic GOV is depicted in Figure 4.5.

View 0 View 1 View 2 View 3 View 4

I B B B I

Figure 4.5: IBBBI inter-view prediction structure.

• IBBBP: Similar to the IBBBI prediction structure, this structure uses as the

last view in the GOV an P-view instead of an I-view. Then, the P-view is used

as the first view in the next GOP, if it exists.
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Figure 4.6: IBBBP inter-view prediction structure.

These structures were chosen to be part of this work for the following consider-

ations:

• A GOV must begin with an I-view or a P-view if it is not the first GOV;

• A GOV cannot contain I-views except in the first and in the last positions;

• As the viewpoints in the tested multiview sequence are linearly spaced, it is

reasonable to choose prediction structures for B-views where the two views

chosen for its prediction have the same distance to the predicted B-view. For

this reason, the IBBBI and the IBBBP structures were chosen to be hierarchi-

cal, which fulfil this consideration.

By taking into account these above-mentioned considerations, one can define the

methodology and the conditions necessary to perform the experiments proposed on

Chapter 3.

29



4.4 Methodology description

4.4.1 Test parameters

In this section, it will be presented the methodology conditions used in this work to

carry out the experiments described in Chapter 3.

Codec

The HEVC reference software HM-16.0 [23], provided by the Fraunhofer Heinrich

Hertz Institute, was used in this work to encode the multiview sets. They were all

coded using the HEVC main profile level 6.2.

Views disposition

As all multiview sets in this work are static, one can use the temporal prediction

of the HEVC encoder by assigning each viewpoint to a video frame. For example,

the Kendo sequence has 5 views. This sequence is then transformed into a video file

with five frames, being the leftmost view corresponding to the first frame and the

rightmost view corresponding to the last frame.

The advantage of formatting a multiview set into a single video file is the power

to apply not just the intra-view prediction tools to all views at once but also choose

the inter-view tools to be used among them.

Quality levels

One important parameter in the HEVC codec, that can be modified to change the

quality of the coded sequence is the Quantization Parameter(QP) . The Quantiza-

tion Parameter is a rate control parameter that tells the quantizer how much spatial

detail is discarded. The QP value is proportional to the quantization step applied to

the encoder transform coefficients. Hence, the greater the QP, the more details are

discarded by the quantization process, resulting in an encoded image with poorer

quality and smaller rate. On the other hand, a small QP value preserves more de-

tails resulting in an encoded image with better quality at the cost of a higher rate.

For an eight-bit sequence, the QP value can assume values between 0 and 51.

In this work, we will test a total of eight quality levels, corresponding to eight

QP values. Those values are :

QP = {10, 15, 20, 25, 30, 35, 40 and 45}.

View density levels

Another parameter that will be tested in this work is the compression behaviour

according to the angular density of the sequence. One can change the angular
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density of a sequence by changing its number of views. A simple way to decrease

the number of views is by keeping equally spaced views. For example, if one discards

three views in each group of four views, we refer to this operation as a subsampling

factor of four. In this work, a sequence of subsampling-by-two operations will be

used to implement these factors, as seen in Figure 4.7. For this reason, all chosen

values of subsampling factors are all powers of two from 1 up to 512.

Original light field

Light field views set subsampled by two

Light field views set subsampled by four

View
0

View
0

View
0

View
2

View
2

View
1

View
3

View
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6
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8

View
6
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8
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views set

Figure 4.7: View Subsampling scheme in a hypothetical multiview sequence with
eight views.

However, the maximum subsampling factor value depends on the number of

views of the sequence as this factor must not exceed the number of views.

This operation is performed by skipping one of two points of view in the mul-

tiview set with N points of view resulting in a new set with (N + 1)/2 points of

view. Table 4.2 shows the effect of subsampling operation for different factors on

the number of views of in the tested sequences.
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Table 4.2: Number of views of multiview sets for each subsampling level.

Sequence
Subsampling Factor

1 2 4 8 16 32 64 128 256

San Miguel - UFRJ 769 385 193 97 49 25 13 7 4

Audi TT 513 257 129 65 33 17 9 5 3

San Miguel - UHasselt 193 97 49 25 13 7 4 - -

Champagne Tower 65 33 17 9 5 3 - - -

Pantomime 65 33 17 9 5 3 - - -

Dog 65 33 17 9 5 3 - - -

Balloons 5 3 - - - - - - -

Kendo 5 3 - - - - - - -

Elephant 385 193 97 49 25 13 7 4 -

Train 385 193 97 49 25 13 7 4 -

Table 4.3 presents the maximum used subsampling factor for each multiview

sequence.

Table 4.3: Maximum chosen subsampling factor for multiview sequences.

Sequence Name Maximum Subsampling Level

San Miguel - UFRJ 256

Audi TT 256

San Miguel - UHasselt 64

Champagne Tower 32

Pantomime 32

Dog 32

Balloons 2

Kendo 2

Elephant 64

Train 64

Table 4.4 presents the corresponding angular density for each subsampling factor.
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Table 4.4: Angular density (views/degree) of multiview sets for each subsampling
level.

Model
Subsampling Factor

1 2 4 8 16 32 64 128 256

San Miguel - UFRJ 11.1539 5.5770 2.7885 1.3943 0.6972 0.3486 0.1744 0.0874 0.0441

Audi TT 8.3983 4.1991 2.0996 1.0498 0.5249 0.2625 0.1314 0.0660 0.0336

San Miguel - UHasselt 2.6245 1.3122 0.6562 0.3281 0.1642 0.0823 0.0416 0.0217 -

Champagne Tower 1.0498 0.5249 0.2625 0.1314 0.0660 0.0336 - - -

Pantomime 1.0498 0.5249 0.2625 0.1314 0.0660 0.0336 - - -

Dog 1.0498 0.5249 0.2625 0.1314 0.0660 0.0336 - - -

Balloons 0.0921 0.0465 - - - - - - -

Kendo 0.0921 0.0465 - - - - - - -

Elephant 6.0363 3.0181 1.5091 0.7546 0.3773 0.1888 0.0946 0.0477 -

Train 6.5611 3.2806 1.6403 0.8202 0.4101 0.2052 0.1028 0.0518 -

4.4.2 Adjustments on the test set

Before testing the multiview sequences described in Appendix A it is necessary to

put all sequences under specific conditions that allow us to perform the proposed

tests. Four main adjustments were made: discarding of video frames, cropping

and view selection. These adjustments were made depending on the sequence in

question.

The list below explains how each of these adjustments was made:

1. Discarding of video frames:

• Motivation: As this work will focus on static multiview compression, only

one frame per viewpoint is necessary;

• Method: The first frame (frame 0) of each viewpoint was kept while the

subsequent frames were discarded;

• Sequences: Champagne Tower, Pantomime, Dog, Balloons and Kendo,

as those five sequences contain more than one frame per view.

2. Cropping:

• Motivation: Encoders do not always accept every possible image dimen-

sions. Hence, adjustments on the sequences to an acceptable input size

are needed;
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• Method: Cropping the sequence to the closest acceptable input format

(see Table 4.5). The size of cropped part on the top of each viewpoint

was equal to the size of the cropped part on the bottom of it. Similarly,

the size of cropped part on the left of each viewpoint was equal to the

size of the cropped part on the right of it;

• Sequences: Train and Elephant.

Table 4.5: Original and cropped size for Elephant and Train sequences

Sequence Name
Original
Resolution

Cropped
Resolution

Elephant 1280× 853 1280× 720

Train 1255× 473 1216× 448

3. GOV size:

• Motivation: In this work, we are also interested on how the size of the

prediction structure affects the multiview compression. This size can be

parametrized by the GOV size. The GOV size (M) in this work can

assume the following powers of two:

M = {1, 2, 4, 8, 16, 32, 64, 128, 256, 512}

• Method: In order to divide the sequence in an integer number of GOVs,

the number of views of each sequence was reduced to the closest power

of two number M . It was made by equally discarding views in the be-

ginning and in the end of the sequence. Then, the number he number of

viewpoints Nviews obtained for each sequence was:

Nviews = max{M}+ 1

For example, the sequence Pantomime has 80 views and its maximum

GOV size is 64. Then, the first eight and the last eight points of view

were excluded from the sequence, making the Pantomime work with only

64 views.

The list of the chosen number of viewpoints can be seen in the Table 4.6;

• Sequences: All multiview sequences.
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Table 4.6: Chosen viewpoints for each mutiview sequence

Sequence Name
Chosen
Views

Number
of Views

Maximum
GOV size

San Miguel - UFRJ 169 to 682 513 512

Audi TT 64 to 577 513 512

San Miguel - UHasselt 4 to 197 193 128

Champagne Tower 7 to 72 65 64

Pantomime 7 to 72 65 64

Dog 7 to 72 65 64

Balloons 2 to 7 5 4

Kendo 2 to 7 5 4

Elephant 38 to 423 256 128

Train 58 to 443 256 128

4.4.3 View Synthesis

For the view synthesis to be performed on the multiview coding with redundancy re-

moval described on Chapter 3, it will be used an interpolation algorithm described

in the Content Adaptive Wyner-Ziv Video Coding called IST-MCFI (Motion Com-

pensation Frame Interpolation from Instituto Superior Técnico, Portugal) proposed

by [17].

This algorithm was chosen over other view synthesis algorithms due to the lack

of depth maps for all sequences.

The IST-MCFI frame interpolation uses information from two adjacent frames in

the sequence (called Key-frames), to generate M frames (called Wyner-Ziv frames)

between them. An interpolated frame Z between two frames Xi and Xi+1 is esti-

mated using the following steps:

1. Average interpolation: The first approximation of Z is to compute the

average of Xi and Xi+1;

2. Forward Motion Estimation: This step searches vectors which estimate

the motion between Xi and Xi+1. A low pass filter is applied first to both

key-frames in order to avoid bad motion vector candidates.

3. Bidirectional Motion Estimation: Improves the motion vectors accuracy

from the forward motion estimation by using a bidirectional motion estimation

(weighed estimations from frames Xi and Xi+1 ) better handling covered and

uncovered regions of Z.

4. Spatial Motion Smoothing: This step removes bad candidates from the

motion estimation steps.
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These steps enumerate how the algorithm estimates only one view. The inter-

polator can estimate M views between Xi and Xi+1, repeating the same steps but

replacing a key-view by Z or other subsequent interpolated views (see Figure 4.8).

One example of this algorithm in action can be seen in Figure 4.9.

Key-view Key-view

Interpolated
View

Interpolated
View

Interpolated
View

Figure 4.8: Structure for view interpolation where M = 4.

(a) View 01 (b) View 03

(c) Interpolated view

Figure 4.9: Example of interpolation of views 01 and 03 of Balloons sequence using
the IST-MCFI software.

In this work, as explained in previous sections, it is only used subsampling factors

that are powers of two. Therefore, all interpolation operations can be reduced to
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the usage of successive interpolations by two. For example, an interpolation of eight

frames comes down to be the interpolation by two applied thrice.

4.5 Performance evaluation

4.5.1 Rate-distortion performance

In order to compare two different coding solutions in terms of compression efficiency

it is necessary to find a good quality metric for comparison between the original

and coded sequences. Alongside with that, computing the differences in bitrate

will provide a good idea of the compression performance. The next paragraphs will

explore the Peak Signal to Noise Ratio (PSNR) which is the most used metric in

multiview compression literature.

Quality measure

The Peak Signal-to-Noise Ratio (PSNR) is a metric based on a ratio between the

maximum possible coding error in an image and the actual coding error. The PSNR

value for an 8-bit image is then given by

PSNR = 10 · log10

(
2552

MSE

)
, (4.3)

where the MSE, an error estimator called mean squared error, computed between

the original M × N image I(x, y) and the reconstructed image I ′(x, y) which was

subjected to the codec, is given by:

MSE =
1

MN

M−1∑
x=0

N−1∑
y=0

(I(x, y)− I ′(x, y))
2
. (4.4)

Rate measure

The usual choice for rate measurement for the output bitstream of a single picture

is the total amount of bits that can represent a single pixel (bits/pixel). For multi-

view coding purposes, this choice might not be so convenient. The reason is that one

can have two sequences with the same output bitrate in bits/pixel but one sequence

has a larger angular density and therefore much more redundancy. However, if an

angular density factor is included, one can correct this fault. A convenient unit

in this case may be bits/pixel/degree, where the 1/degree represents the angular

density in the rate formula.
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Rate-distortion curve

With a set of different resulting quality and rate measurements of a coding process,

one can plot the so called rate-distortion curve or RD-curve. This curve illustrates

the trade-off between rate and quality and also provides a basis for performance

comparison between different experiments.

4.5.2 Bjøntegaard delta comparisson

A metric to compare two distinct coding methods or choices of parameters is nec-

essary to compare different solutions. In this work, a metric known as Bjøntegaard

delta(BD)[24] will be used.

In this methodology the rate-distortion points are fitted to a cubic curve and

then the area between two curves A and B is computed in order to measure the

“distance” between them. This distance, if the integral (∆rate) is taken along the

rate-axis, measures how much rate A has saved in comparison with B in the same

quality conditions. For example, a ∆rate of −50 indicates that codec A has saved half

of the bits or 50% in comparison with codec B. Similarly, if the integral (∆quality)

is taken along the quality-axis, it measures how much betteris the quality of A in

comparison with B in the same rate conditions. Figure 4.10 illustrates how this

distance is calculated.
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Figure 4.10: Bjøntegaard delta for rate saving between two approximated cubic
curves.

All results in this chapter use the Bjøntegaard Delta to compare different coding

solutions with the simulcast coding as explained in the previous chapter. In this
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work, all the rate values used for Bjøntegaard delta comparison are measured in

bits/pixel/degree. As an example, if a coding solution A has the ∆rate = −90

compared with the simulcast result and a coding solution B has ∆rate = −70 also

compared with simulcast, then, the coding solution A is the best, saving 20% more

rate from simulcast then coding solution B.

4.5.3 Convex hull analysis

While the Bjøntegaard Delta informs how much a solution A is better than solution

B in general, sometimes it is necessary to know which of the solutions is the best

among the others for a specific rate or a specific quality level.

For this reason, it is necessary to use an algorithm that points out the solution

which provides the best quality level when the rate is specified or that points out the

solution which provides the lowest bitrate given a specific quality. These points that

meet those characteristics can be obtained by a convex hull of the rate-distortion

points [25].

A convex hull of RD points is the set of the most external points that can envelope

the other points presenting the best compromise between rate and quality given the

bitrate. Figure 4.11 illustrates a convex hull extracted from a set of points.
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Figure 4.11: Convex hull (blue) for a set of rate-distortion points.

In conclusion, the best rate-distortion point to be found for a given quality, for

example, will be the point that is the closest to the convex hull for that quality.

Having defined all necessary concepts, one can set-up and execute the experi-

ments proposed in Chapter 3. The analysis and results of these experiments are

described in the next chapter.
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Chapter 5

Results

This chapter present the results for the experiments proposed in Chapter 3 under

the conditions and methodologies established on Chapter 4.

5.1 Simulcast Coding

After submitting all the multiview sequences to the HEVC encoder and coding each

view independently, one can calculate the mean PSNR of the decoded views and the

total bitrate of the sequence and pair them in a rate-distortion point. In total there

are eight bitrate-quality pairs (one pair for each QP value) per tested sequence. The

resulting rate-distorion curves for each multiview sequence can be seen in Figure

5.1.

Observing the rate-distortion curves shown in Figure 5.1, one can notice a for-

mation of two distinct groups of curves.

The top-left group represents basically the sequences with low angular density:

Pantomime, Dog, Balloons, Champagne Tower and Kendo. Their low angular den-

sity causes the reduced bitrate and therefore the observed rate-distortion behaviour

comparing with the other curves. Figure 5.2 presents separately these curves.

The bottom-right group of Figure 5.1 represents the sequences with high angular

density. This group includes San Miguel- UFRJ, San Miguel - UHasselt, Train and

Elephant sequences. As they have more views per degree, the bitrate of these curves

tend to be greater than the others.

Apart from these groups, the Audi TT sequence, in spite of being a high angular

density multiview sequences, has some characteristics of both groups. This fact

occurs due to its intra-view redundancy provided mainly by the flat monotonic

background.
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Figure 5.1: Rate-distortion curve for simulcasting experiment.
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Figure 5.2: Rate-distortion curve of the low density multiview sets for simulcasting.
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These results are the first attempt in multiview sequences compression. As no

inter-view redundancy is explored in this experiment, these rate-distortion results

can be used in the next experiment as a benchmark in order to show compara-

tively how much the inter-view reduction can enhance the multiview compression

performance.

5.2 Multiview coding

The following tables present the results of encoding multiview sequences exploring

the inter-view redundancy by using the conditions detailed in Subsection 4.4.1.

GOV Size

Subsampling
factor

GOV
Structure

2 4 8 16 32 64 128 256

IPPPP -83.788 -83.788 -83.788 -83.788 -83.788 -83.788 -83.788 -83.788
1 IBBBI -68.7135 -79.1208 -85.2994 -89.139 -91.7872 -93.5332 -94.4542 -94.9906

IBBBP -87.3502 -89.8475 -91.7118 -92.9939 -93.84 -94.4309 -94.8482 -95.1499

IPPPP -81.3718 -81.3718 -81.3718 -81.3718 -81.3718 -81.3718 -81.3718 -
2 IBBBI -67.5994 -77.8493 -83.7811 -87.269 -89.7713 -91.0725 -91.7492 -

IBBBP -84.9994 -87.5343 -89.3812 -90.5548 -91.2629 -91.7327 -92.0253 -

IPPPP -78.5733 -78.5733 -78.5733 -78.5733 -78.5733 -78.5733 - -
4 IBBBI -66.9201 -76.4358 -81.6107 -84.6752 -86.4847 -87.34 - -

IBBBP -82.2509 -84.6299 -86.25 -87.1152 -87.5721 -87.7948 - -

IPPPP -74.5294 -74.5294 -74.5294 -74.5294 -74.5294 - - -
8 IBBBI -65.0355 -73.3451 -77.6909 -79.803 -80.8322 - - -

IBBBP -77.9524 -80.0282 -81.1843 -81.5597 -81.5631 - - -

IPPPP -69.2559 -69.2559 -69.2559 -69.2559 - - - -
16 IBBBI -61.62 -68.4932 -71.6144 -72.3902 - - - -

IBBBP -72.1449 -73.5591 -73.9834 -73.5249 - - - -

IPPPP -63.3032 -63.3032 -63.3032 - - - - -
32 IBBBI -57.3325 -62.2731 -63.4685 - - - - -

IBBBP -65.0118 -65.4475 -64.7222 - - - - -

IPPPP -55.7619 -55.7619 - - - - - -
64 IBBBI -51.4957 -53.7931 - - - - - -

IBBBP -55.9997 -55.1208 - - - - - -

IPPPP -46.262 - - - - - - -
128 IBBBI -43.2912 - - - - - - -

IBBBP -44.8952 - - - - - - -

Table 5.1: BD-Rate results for San Miguel sequence relative to the simulcasting
encoding.
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GOV Size

Subsampling
factor

GOV
Structure

2 4 8 16 32 64 128 256

IPPPP -93.1256 -93.1256 -93.1256 -93.1256 -93.1256 -93.1256 -93.1256 -93.1256
1 IBBBI -73.768 -85.1673 -90.9664 -94.3355 -96.3779 -97.5072 -98.1066 -98.394

IBBBP -95.2386 -96.6409 -97.5234 -97.9884 -98.2826 -98.4605 -98.5504 -98.5584

IPPPP -91.9476 -91.9476 -91.9476 -91.9476 -91.9476 -91.9476 -91.9476 -
2 IBBBI -73.0407 -84.2305 -90.3544 -93.6983 -95.7487 -96.8432 -97.3774 -

IBBBP -94.4771 -96.0261 -96.8212 -97.2621 -97.5436 -97.6847 -97.6982 -

IPPPP -90.787 -90.787 -90.787 -90.787 -90.787 -90.787 - -
4 IBBBI -71.7648 -83.4181 -89.4355 -92.6898 -94.6524 -95.6148 - -

IBBBP -93.502 -94.8855 -95.6527 -96.0022 -96.2144 -96.2205 - -

IPPPP -89.6382 -89.6382 -89.6382 -89.6382 -89.6382 - - -
8 IBBBI -71.3761 -82.4791 -88.1963 -91.102 -92.7648 - - -

IBBBP -91.9081 -93.1589 -93.7617 -93.9193 -93.8609 - - -

IPPPP -86.6113 -86.6113 -86.6113 -86.6113 - - - -
16 IBBBI -69.6061 -80.2751 -85.4008 -87.6367 - - - -

IBBBP -88.7588 -89.7356 -90.0599 -89.6109 - - - -

IPPPP -81.6649 -81.6649 -81.6649 - - - - -
32 IBBBI -66.7291 -76.2076 -80.1314 - - - - -

IBBBP -83.205 -83.7311 -83.087 - - - - -

IPPPP -73.2677 -73.2677 - - - - - -
64 IBBBI -61.5821 -68.9604 - - - - - -

IBBBP -73.9076 -72.9858 - - - - - -

IPPPP -60.5453 - - - - - - -
128 IBBBI -52.9751 - - - - - - -

IBBBP -59.1188 - - - - - - -

Table 5.2: BD-Rate results for Audi TT sequence relative to the simulcasting en-
coding.

GOV Size

Subsampling
factor

GOV
Structure

2 4 8 16 32 64 128

IPPPP -39.5447 -39.5447 -39.5447 -39.5447 -39.5447 -39.5447 -39.5447
1 IBBBI -25.1565 -39.2439 -46.814 -50.6651 -52.9774 -54.0343 -55.4802

IBBBP -45.2769 -49.1789 -51.7279 -53.2708 -54.3148 -55.0192 -56.1344

IPPPP -30.8632 -30.8632 -30.8632 -30.8632 -30.8632 -30.8632 -
2 IBBBI -20.381 -31.5282 -36.4896 -38.0313 -38.9193 -40.2245 -

IBBBP -35.3513 -38.0022 -39.4158 -40.1258 -40.4185 -41.2504 -

IPPPP -21.992 -21.992 -21.992 -21.992 -21.992 - -
4 IBBBI -15.0751 -22.3429 -23.9575 -23.4597 -24.5956 - -

IBBBP -24.3293 -25.4694 -25.8956 -25.6676 -26.1215 - -

IPPPP -12.6727 -12.6727 -12.6727 -12.6727 - - -
8 IBBBI -8.849 -11.4286 -10.2631 -9.9077 - - -

IBBBP -12.5924 -12.6887 -12.238 -12.0146 - - -

IPPPP -4.3984 -4.3984 -4.3984 - - - -
16 IBBBI -2.3034 -1.4365 -0.3898 - - - -

IBBBP -3.1626 -2.5888 -2.2449 - - - -

IPPPP -0.2567 -0.2567 - - - - -
32 IBBBI 2.181 2.6479 - - - - -

IBBBP 1.5468 1.5654 - - - - -

IPPPP -0.1003 - - - - - -
64 IBBBI 2.1094 - - - - - -

IBBBP 1.3635 - - - - - -

Table 5.3: BD-Rate results for San Miguel - UHasselt sequence relative to the
simulcasting encoding.
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GOV Size

Subsampling
factor

GOV
Structure

2 4 8 16 32 64

IPPPP -32.7343 -32.7343 -32.7343 -32.7343 -32.7343 -32.7343
1 IBBBI -21.8267 -33.2003 -38.7033 -40.7542 -42.2113 -43.6662

IBBBP -36.8355 -39.9749 -41.8626 -42.5182 -43.3903 -44.2635

IPPPP -21.4927 -21.4927 -21.4927 -21.4927 -21.4927 -
2 IBBBI -14.9319 -22.7686 -25.0921 -25.1667 -26.7206 -

IBBBP -24.4472 -26.0134 -26.835 -27.074 -27.739 -

IPPPP -13.258 -13.258 -13.258 -13.258 - -
4 IBBBI -8.8422 -12.8543 -12.3263 -12.355 - -

IBBBP -12.8826 -14.0237 -14.0027 -13.9108 - -

IPPPP -4.799 -4.799 -4.799 - - -
8 IBBBI -4.1525 -3.1636 -2.8249 - - -

IBBBP -4.2568 -3.9463 -4.0273 - - -

IPPPP 0.6105 0.6105 - - - -
16 IBBBI 2.3349 1.4475 - - - -

IBBBP 2.0807 1.1996 - - - -

IPPPP 0.6334 - - - - -
32 IBBBI -0.6925 - - - - -

IBBBP -0.7105 - - - - -

Table 5.4: BD-Rate results for Champagne Tower sequence relative to the simul-
casting encoding.

GOV Size

Subsampling
factor

GOV
Structure

2 4 8 16 32 64

IPPPP -59.5295 -59.5295 -59.5295 -59.5295 -59.5295 -59.5295
1 IBBBI -30.8809 -51.5858 -63.9064 -71.2933 -76.0904 -77.6495

IBBBP -65.3586 -71.6223 -75.4125 -77.0494 -78.2981 -78.2617

IPPPP -51.7065 -51.7065 -51.7065 -51.7065 -51.7065 -
2 IBBBI -28.4932 -47.2896 -58.0381 -64.1973 -66.6502 -

IBBBP -59.1094 -64.2971 -66.5598 -67.9954 -67.7546 -

IPPPP -46.0712 -46.0712 -46.0712 -46.0712 - -
4 IBBBI -25.7319 -42.8967 -51.2109 -53.2044 - -

IBBBP -51.2947 -54.8957 -56.4837 -55.0886 - -

IPPPP -36.3637 -36.3637 -36.3637 - - -
8 IBBBI -22.8914 -34.5315 -36.8439 - - -

IBBBP -39.9051 -40.5873 -38.7169 - - -

IPPPP -23.179 -23.179 - - - -
16 IBBBI -14.7643 -19.4622 - - - -

IBBBP -22.5865 -20.6354 - - - -

IPPPP -8.5723 - - - - -
32 IBBBI -5.9263 - - - - -

IBBBP -5.7288 - - - - -

Table 5.5: BD-Rate results for Pantomime sequence relative to the simulcasting
encoding.
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GOV Size

Subsampling
factor

GOV
Structure

2 4 8 16 32 64

IPPPP -56.6951 -56.6951 -56.6951 -56.6951 -56.6951 -56.6951
1 IBBBI -29.0687 -49.1883 -61.241 -69.7013 -75.0469 -77.3706

IBBBP -62.8929 -68.8944 -73.2673 -75.9359 -77.6016 -78.42

IPPPP -49.7253 -49.7253 -49.7253 -49.7253 -49.7253 -
2 IBBBI -27.1061 -44.7062 -56.4335 -62.8226 -66.1925 -

IBBBP -56.4682 -62.0022 -65.3535 -67.1807 -68.0314 -

IPPPP -43.1861 -43.1861 -43.1861 -43.1861 - -
4 IBBBI -23.876 -41.4084 -49.8879 -52.8626 - -

IBBBP -49.2939 -53.8254 -55.8193 -55.8927 - -

IPPPP -35.6711 -35.6711 -35.6711 - - -
8 IBBBI -23.0232 -34.7971 -38.465 - - -

IBBBP -40.2768 -42.1802 -42.1012 - - -

IPPPP -24.1715 -24.1715 - - - -
16 IBBBI -15.9251 -22.4176 - - - -

IBBBP -25.6257 -26.1973 - - - -

IPPPP -11.606 - - - - -
32 IBBBI -8.099 - - - - -

IBBBP -12.0953 - - - - -

Table 5.6: BD-Rate results for Dog sequence relative to the simulcasting encoding.

GOV Size

Subsampling
factor

GOV
Structure

1 2

IPPPP -41.825 -41.825
1 IBBBI -24.0399 -36.1401

IBBBP -45.0033 -46.1075

IPPPP -28.4362 -
2 IBBBI -16.1737 -

IBBBP -29.5718 -

Table 5.7: BD-Rate results for Balloons sequence relative to the simulcasting en-
coding.
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GOV Size

Subsampling
factor

GOV
Structure

1 2

IPPPP -41.6034 -41.6034
1 IBBBI -24.9083 -36.76

IBBBP -45.3551 -46.468

IPPPP -28.3957 -
2 IBBBI -17.183 -

IBBBP -29.7518 -

Table 5.8: BD-Rate results for Kendo sequence relative to the simulcasting encod-
ing.

GOV Size

Subsampling
factor

GOV
Structure

2 4 8 16 32 64 128 256

IPPPP -88.3419 -88.3419 -88.3419 -88.3419 -88.3419 -88.3419 -88.3419 -88.3419
1 IBBBI -49.3371 -73.7297 -85.6675 -91.6012 -94.672 -96.1789 -96.8706 -97.0971

IBBBP -92.4192 -94.4043 -95.7483 -96.5593 -97.028 -97.267 -97.3198 -97.266

IPPPP -85.5311 -85.5311 -85.5311 -85.5311 -85.5311 -85.5311 -85.5311 -
2 IBBBI -49.1206 -72.6391 -84.1402 -89.7613 -92.6909 -94.0446 -94.4916 -

IBBBP -89.3383 -91.8523 -93.4553 -94.3614 -94.8219 -94.9259 -94.8242 -

IPPPP -79.7839 -79.7839 -79.7839 -79.7839 -79.7839 -79.7839 - -
4 IBBBI -47.477 -70.0322 -80.8538 -86.0341 -88.6809 -89.5807 - -

IBBBP -84.5798 -87.5468 -89.3146 -90.182 -90.3946 -90.2325 - -

IPPPP -71.8798 -71.8798 -71.8798 -71.8798 -71.8798 - - -
8 IBBBI -44.3547 -65.1376 -74.8079 -79.1338 -80.8586 - - -

IBBBP -77.2907 -80.4307 -82.0866 -82.3673 -82.0765 - - -

IPPPP -61.0786 -61.0786 -61.0786 -61.0786 - - - -
16 IBBBI -38.9095 -56.9286 -64.5527 -66.8681 - - - -

IBBBP -66.5117 -69.2756 -69.8108 -68.9977 - - - -

IPPPP -47.7388 -47.7388 -47.7388 - - - - -
32 IBBBI -31.1209 -44.8585 -49.0799 - - - - -

IBBBP -52.0668 -53.0427 -51.7757 - - - - -

IPPPP -32.8902 -32.8902 - - - - - -
64 IBBBI -21.6593 -29.6697 - - - - - -

IBBBP -34.0858 -33.0005 - - - - - -

IPPPP -17.3925 - - - - - - -
128 IBBBI -11.9767 - - - - - - -

IBBBP -16.0816 - - - - - - -

Table 5.9: BD-Rate results for Elephant sequence relative to the simulcasting en-
coding.
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GOV Size

Subsampling
factor

GOV
Structure

2 4 8 16 32 64 128 256

IPPPP -88.3925 -88.3925 -88.3925 -88.3925 -88.3925 -88.3925 -88.3925 -88.3925
1 IBBBI -49.7722 -73.3749 -85.1558 -91.1241 -94.3264 -95.9457 -96.6141 -96.7732

IBBBP -92.1959 -94.2532 -95.5004 -96.2707 -96.7224 -96.9192 -96.9169 -96.8671

IPPPP -84.9295 -84.9295 -84.9295 -84.9295 -84.9295 -84.9295 -84.9295 -
2 IBBBI -48.4786 -71.7736 -83.3276 -89.1509 -92.3185 -93.6432 -93.96 -

IBBBP -89.0201 -91.4356 -92.9844 -93.861 -94.251 -94.2532 -94.1608 -

IPPPP -79.5946 -79.5946 -79.5946 -79.5946 -79.5946 -79.5946 - -
4 IBBBI -46.7575 -69.149 -80.1754 -85.6897 -88.2427 -88.8683 - -

IBBBP -84.1649 -87.0643 -88.7475 -89.4459 -89.4468 -89.261 - -

IPPPP -71.6565 -71.6565 -71.6565 -71.6565 -71.6565 - - -
8 IBBBI -43.6611 -64.6362 -74.7941 -78.9134 -80.1224 - - -

IBBBP -76.9673 -79.986 -81.3234 -81.2327 -80.8684 - - -

IPPPP -61.1049 -61.1049 -61.1049 -61.1049 - - - -
16 IBBBI -38.6957 -57.4733 -64.9373 -66.3554 - - - -

IBBBP -66.3457 -68.6697 -68.667 -67.7077 - - - -

IPPPP -47.3594 -47.3594 -47.3594 - - - - -
32 IBBBI -32.0688 -45.3947 -48.3545 - - - - -

IBBBP -50.9922 -51.0059 -49.9585 - - - - -

IPPPP -30.1814 -30.1814 - - - - - -
64 IBBBI -21.613 -27.6095 - - - - - -

IBBBP -29.9538 -29.3414 - - - - - -

IPPPP -11.9282 - - - - - - -
128 IBBBI -9.6315 - - - - - - -

IBBBP -11.2048 - - - - - - -

Table 5.10: BD-Rate results for Train sequence relative to the simulcasting encod-
ing.
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Tables 5.1 to 5.10 show that inter-view prediction indeed can reduce the total

bitrate of a multiview sequence without subsampling over the simulcast coding. It

can save from 20% to 50% more bits than simulcasting (for the same quality level)

in low-density multiview sequences (Kendo and Balloons) and up to 98% in in high-

density sequences, like San Miguel – UFRJ and Audi TT.

From theses results one can analyse some performance behaviours according to

the main tested parameters: structure, in order to find out which GOV structure is

a good encoding choice; angular density through subsampling factor, to find out how

the sequence would behave with a different view density and which GOV size can

perform a better compression and in which case. Figure 5.3 shows the best result

from each subsampling factor for each multiview sequence. The next paragraphs

analyse the results from Tables 5.1 to 5.10 and Figure 5.3.

Figure 5.3: Bitrate savings curves according to the angular density of the sequence.
Each point in the curve is the coding best result of a subsampling factor. Black
dots point out the results where IPPPP structure performed better than the IBBBP
structure.

GOV structure considerations

One important fact concerning the inter-view prediction structures is how much

the information from adjacent pictures can improve the coding performance over

not using this information at all, as in the simulcast experiment. For example, the

IPPPP structure, as it uses mostly P-views, relies less on the other views redundancy

using only the information carried by the previously encoded view. On the other

hand, IBBBP and IBBBI structures use information from more than one view, from
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both sides. However, the reference views, depending on the GOV size can be located

many views away from the one to be encoded. Taking these facts into consideration,

it is possible to look at the results regarding the GOV structures.

From Tables 5.1 to 5.10 and Figure 5.3, one can reach some conclusions concern-

ing GOV structures:

• The IBBBP structure, according to this experiment, is the best choice, among

the tested structures, whenever the angular density is above 0.2 views per

degree. It happens because the spatial correlation between two views, when

they are placed far from each other can be smaller than the correlation between

two adjacent views. In this case, choosing only the adjacent view rather two

others with the distance greater than two views can be the best option;

• Below the angular density of 0.2 views per degree, in some cases the IPPPP

structure can outperform the IBBBP structure. This result shows that the less

dense is the multiview sequence, one should choose a one-directional prediction

rather than a bi-directional prediction;

• The IBBBI is always outperformed by the IBBBP structure. The fact that

the second uses two intra-view prediction views instead of one intra-view and

a P-view directly predicted from the I-view, affects the coding performance in

favour of the IBBBP structure in all tested situations.

Subsampling considerations

Another important result is that the subsampling factor of a multiview sequence

impacts directly on the bitrate savings. As the subsampling factor increases, the

Bjontegaard Delta result points to a loss in bitrate savings for inter-view prediction.

Some cases show that inter-view prediction may have a worse performance than

simulcasting for sequences with high subsampling factor, for example, for San Miguel

– UHasselt sequence with subsampling factors of 32 and 64.

The same difference in performance can be noticed comparing a high-density

sequence with a low-density one: For example, San Miguel - UFRJ subsampled by

64 (angular density of 0.1744) result has an equilavent performance to Pantomime

subsampled by 8 (angular density of 0.1314).

GOV Size /Angular density considerations

According to the results, inter-view prediction can reduce the total bitrate of a

multiview sequence without subsampling over simulcast coding. It can save from

20% to 50% in low-density multiview sequences (Kendo and Balloons) and up to

94% to 97% in a high-density multiview sequences, like San Miguel – UFRJ and

Audi TT.
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One can notice that, usually, when the GOV size increases, the saving perfor-

mance also increases. In some cases, however, the performance reaches a maximum

level and starts to drop for large GOV sizes. This phenomenon occurs in every

tested sequence except Kendo and Balloons.

If one considers only one subsampling factor of a multiview sequence and analyse

the compression performance under the best structure (the IBBBP structure in

most cases), the GOV size effects on compression performance can be isolated and

analysed properly.

By isolating these cases when the IBBBP structure performance reaches a max-

imum level, an attempt was made to relate the maximum performance with the

angular density of P-views.

In order to find out the angular density which provides the maximum compres-

sion performance, a cubic-spline regression was composed of BD-rate values of each

subsampling factor and their respective angular densities between each P-view of

the sequence. From the regressed curve, the point of maximum BD-rate could be

found. This maximum is calculated using the maximum value and the two adjacent

values on the table with their respective P-view angular densities, as exemplified in

Figure 5.4

Figure 5.4: Detail of BD-Rate values (circles) for the Elephant sequence regressed
into cubic-spline curves. The maximum calculated values are marked with crosses.

For every occurrence of an inflexion in BD-rate values, the maximum point is

calculated and related to their respective P-views angular densities. Table 5.11

points out the average maximum values for each sequence.
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From these results, one can notice that even though the test sequences have

angular densities varying from 0.0921 to 11.1539 views per degree, the maximum

compression performance is achieved when the angular density between P-views is

around 0.027 to 0.111 (average of 0.0677 P-views/degree). Looking back at Figure

5.4, one can see that this range of densities is small when compared with the all

range of angular densities tested in this work (up to 11.15 views/degree, according

to Table 4.1).

It short, when encoding a multiview sequence using the IBBBP prediction struc-

ture, one could chose a GOV size which provides an angular density of P-views

around 0.0677 for a better compression performance.

Sequence Name Angular density (P-views/degree)

San Miguel - UFRJ 0.111090± 0.012038

Audi TT 0.077082± 0.008795

San Miguel - UHasselt 0.113099± 0.000000

Champagne Tower 0.053072± 0.000000

Pantomime 0.034128± 0.008025

Dog 0.027011± 0.000000

Balloons -

Kendo -

Elephant 0.056151± 0.002248

Train 0.077133± 0.003260

Table 5.11: Average maximum BD-Rate values for multiview sequences according
to their angular densities between P-views).

5.3 Interpolation of encoded subsampled multi-

view sequences

This experiment has as purpose to evaluate the effect of the inter-view redundancy

removal. This removal is performed by the subsampling operation, as detailed in

Section 5.2, creating a reduced version of the sequence with lower angular density.

However, one cannot directly compare sequences with different subsampling fac-

tors as they have a different number of views but only comparing sequences under

different encoding parameters.

In order to perform this comparison, one can apply an interpolator to the decoded

sequence and match the number of views. The interpolation at the decoder can

partially recover the loss in multiview smoothness, allowing subsampled sequences

to be smaller in size of data and also look natural.

Some arguments in favour of this operation are:

• Angular density will not be harmed due to the interpolation at the decoder;
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Table 5.12: Best coding parameters for inter-view prediction.

Multiview
Sequence

Subsampling
Factor

GOV
Structure

GOV Size

2 IBBBP 256
4 IBBBP 128
8 IBBBP 64
16 IBBBP 32

San Miguel - 32 IBBBP 8
UFRJ 64 IBBBP 4

128 IBBBP 2
256 IPPPP 1

2 IBBBP 256
4 IBBBP 128
8 IBBBP 64
16 IBBBP 16

Audi TT 32 IBBBP 8
64 IBBBP 4
128 IBBBP 2
256 IPPPP 1

2 IBBBP 64
San Miguel - 4 IBBBP 32

UHasselt 8 IBBBP 4
16 IPPPP 1
32 IPPPP 1
64 IPPPP 1

2 IBBBP 32
Champagne 4 IBBBP 4

Tower 8 IPPPP 1
16 IPPPP 1
32 IBBBP 2

2 IBBBP 16
4 IBBBP 8

Pantomime 8 IBBBP 4
16 IPPPP 1
32 IPPPP 1

Multiview
Sequence

Subsampling
Factor

GOV
Structure

GOV Size

2 IBBBP 16
4 IBBBP 8

Pantomime 8 IBBBP 4
16 IPPPP 1
32 IPPPP 1

2 IBBBP 32
4 IBBBP 16

Dog 8 IBBBP 4
16 IBBBP 4
32 IBBBP 2

Balloons 2 IBBBP 2

Kendo 2 IBBBP 2

2 IBBBP 64
4 IBBBP 32
8 IBBBP 16

Elephant 16 IBBBP 8
32 IBBBP 4
64 IBBBP 2
128 IPPPP 1

2 IBBBP 64
4 IBBBP 32
8 IBBBP 8

Train 16 IBBBP 4
32 IBBBP 4
64 IPPPP 1
128 IPPPP 1
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• To encode a subsampled version of the sequence can reduce drastically the

coding time and memory consumption, as they are directly proportional to

the number of images;

• For low subsampling factors the interpolation can be enough to mask the

subsampling operation.

However, there are also some drawbacks:

• Depending on the application, an interpolation at the decoder can critically

harm the user experience, if the application runs in real-time.

• In some cases, interpolation cannot handle object occlusions very well and can

harm the total multiview experience.

Another important point of this experiment is that through it one can check-in

whether HEVC is effective in exploring the redundancy with in a multiview sequence.

This is so because if subsampling followed by HEVC coding followed by interpolation

at the decoder has better coding efficiency than to apply HEVC coding directly to

the sequence without subsampling, then a simple subsampling plus interpolation op-

eration is better to exploit the redundancy among the dropped frames than HEVC.

Then, another objective of this experiment is to verify for which angular resolutions

is HEVC able to effectively exploit the interview redundancy.

In this experiment, the view synthesis algorithm described in 4.4.3 will be used.

From the experiment described in the 3, rate-distortion curves for each one of the

subsampling factors will be compared using the Bjøntegaard Delta-Rate. However,

for some subsampling factors, the interpolated sequences have presented a very

low PSNR making impossible the calculation of the area between two curves and

consequently preventing the Bjøntegaard Delta to be calculated. For example, the

Champagne Tower sequence has presented RD-curves as seen in Figure 5.5.

This fact occurs because when the subsampling operation removes crucial infor-

mation. It can also occur or due to difficulty presented to interpolate some type

of content such as water or other reflexive objects. In this case, it is not possible

to compute the Bjøntegaard Delta-Rate because there is not an effective area be-

tween the curves along the bitrate axis. In addition, the quality of the interpolated

sequence is compromised by the badly interpolated views at the decoded sequence.

It occurs mainly with the Champagne Tower and San Miguel - UHasselt sequences

and also with sequences submitted to a high subsampling factor.

The cases where the Bjøntegaard Delta cannot be calculated will not be con-

sidered in this analysis once the interpolated sequence has corrupted views. The

following images (Figures 5.6 to 5.13) exhibit only the valid curves.
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Figure 5.5: Rate-distortion curves for a subsampled by two version of Champagne
Tower sequence and interpolated at the HEVC decoder compared with the original
sequence.

Figure 5.6: Rate-distortion curves for subsampled versions of San Miguel - UFRJ
sequences interpolated at the HEVC decoder.
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Figure 5.7: Rate-distortion curves for subsampled versions of Audi TT sequences
interpolated at the HEVC decoder.

Figure 5.8: Rate-distortion curves for subsampled versions of Pantomime se-
quences interpolated at the HEVC decoder.
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Figure 5.9: Rate-distortion curves for subsampled versions of Dog sequences inter-
polated at the HEVC decoder.

Figure 5.10: Rate-distortion curves for subsampled versions of Balloons sequences
interpolated at the HEVC decoder.
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Figure 5.11: Rate-distortion curves for subsampled versions of Kendo sequences
interpolated at the HEVC decoder.

Figure 5.12: Rate-distortion curves for subsampled versions of Elephant sequences
interpolated at the HEVC decoder.
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Figure 5.13: Rate-distortion curves for subsampled versions of Train sequences
interpolated at the HEVC decoder.

Bjøntegaard Delta analysis

On the Table 5.13, one can compare the results from the inter-view prediction

performance and the results from subsampled sequences interpolated at the de-

coder. This comparison is given in percentage of bits saved in comparison with the

sequences encoded only with inter-view prediction.

As one can see from Table 5.13, by discarding views to the inter-view redundancy,

one can save up to 90% more bits in certain cases. It is also noticiable that there is

not a Bjøntegaard Delta for each proposed subsampling factor. In fact, the highest

subsampling factor where the Bjø]ntegaard Delta is still valid was 16 from sequences

with high angular density as San Miguel - UFRJ, Audi TT, Elephant and Train.

On the other hand, for each case where the Bjøntegaard Delta was valid, it is

noticiable that the discarding views operation combined with the inter-view predic-

tion can overperform the inter-view prediction of the original sequence.

The following paragraphs will analyse these cases by studying the sequences by

groups in order to clarify the effects of subsampling on each sequence.

High angular density sequences

This group is composed by San Miguel - UFRJ, Audi TT, Elephant and Train

sequences. Within this group, discarding views at the encoder can save at least

97% of the bits, with respect to the simulcast approach or 70% of the bits more
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Table 5.13: Comparison of coding performance between inter-view prediction and
the interpolation of subsampled versions of the sequences. The results displayed below
correspond only to the cases where the Bjøntegaard Delta was valid.

Multiview
Sequence

Subsampling
Factor

GOV
Structure

GOV Size
Subsampling +
Inter-view prediction

San Miguel - UFRJ

2 IBBBP 256 -70.97469
4 IBBBP 128 -84.92816
8 IBBBP 64 -92.21771
16 IBBBP 32 -96.03436

Audi TT

2 IBBBP 256 -70.8014
4 IBBBP 128 -85.94478
8 IBBBP 64 -92.73377
16 IBBBP 16 -96.59286

San Miguel - UHasselt 2 IBBBP 64 161.7287

Pantomime
2 IBBBP 16 -35.48523
4 IBBBP 8 -69.28838
8 IBBBP 4 -84.35709

Dog
2 IBBBP 32 -29.29627
4 IBBBP 16 -65.61928
8 IBBBP 4 -78.89232

Balloons 2 IBBBP 2 5.644259

Kendo 2 IBBBP 2 -24.8888

Elephant

2 IBBBP 64 -24.68993
4 IBBBP 32 -60.33033
8 IBBBP 16 -79.97462
16 IBBBP 8 -89.90357

Train

2 IBBBP 64 -16.06184
4 IBBBP 32 -55.50946
8 IBBBP 8 -78.25349
16 IBBBP 4 -88.8751
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than the plain HEVC coding. The solution of interpolating subsampled sequences

always performs better than the inter-view prediction itself for each subsampling

factor tested. One can conclude, then, that for high-angular density sequences, it

is always worthy to reduce the inter-view redundancy first, by dropping views out,

before encoding the sequence and performing a inter-view prediction.

Medium angular density sequences

This group comprises San Miguel - UHasselt, Champagne Tower, Pantomime and

Dog sequences. The proposed solution, that is to interpolate subsampled sequences,

have saved only 8.45% compared with the simulcast coding, or has spent 161, 73%

more bits than the HEVC only solution for the San Miguel - UHasselt sequence.

This low compression performance occurs due to the complexity of the contents on

the scene. These contents, as water pouring from a fountain and transparent objects

as crystal glasses, make it difficult to the interpolation process producing malformed

views at the decoder.

The same results occur for the Champagne Tower sequence, in which reflexive

objects as crystal glasses on the scene are responsible for low-PSNR interpolated

views and invalid Bjøntegard delta values.

Nevertheless, the medium-angular density sequences without complex objects in

scene, as Pantomime and Dog, can present some compression results close to the

high-density sequences.

For this group of sequences, one can conclude that the subsampling plus inter-

polation results are highly dependent on the scene content. Depending on this, the

compression performance of the sequence subsampling can fit either on the high

angular density performance level or in the low angular density performance level.

Low angular density sequences

This group comprehends the two sequences with the lower angular density: Bal-

loons and Kendo. As expected, discarding viewa in this case does not perform as

good as in the other groups in a rate-distortion sense, once the inter-view redundancy

is lower than the redundancy in the other groups, and then, the subsampling oper-

ation tends to eliminate important spatial information. This inter-view information

loss reflects on the decoder resulting in a poorer interpolation. This is what happens

at the Balloons sequence, where the interpolation cannot predict certain parts of

the images, mainly the parts containing the balloons, because their reflection are

highly dependent on the position of the camera.

However, for the Kendo sequence, discarding half of the views helps the inter-

view prediction to save 13% more than usual. This result is not as good as the

results obtained in other sequences, but it shows that even in low-density sequences,
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there is still a fair amount of inter-view redundancy to be eliminated.

Analysis of the rate-distortion curves using the convex hull

However, as explained in Subection 4.5.2, the Bjøntegaard Delta metric just com-

pares curves using common PSNR points from both curves. Therefore, if two curves

A and B have in common points between 30dB and 40dB, the metric can only say

“A performance is better than B between 30dB and 40dB”. RD-curves from Figures

5.6 to 5.13, show that just the high density sequences present RD-curves from low

to high PSNR levels. The Pantomime sequence for example, can only be compared

with the original sequence using four RD points.

This fact shows that the Bjøntegaard Delta does not always points to the best

coding solution for all quality levels, or similarly, for all bitrate values. In order

to find out which coding solution is the best given a bitrate is necessary to find

the point which has the best rate-distortion compromise in an RD-plot. The set of

points that meet those characteristics are part of a convex hull of the RD-points, as

explained in Subsection 4.5.3. Figure 5.14 exemplifies the convex hull points for the

San Miguel - UFRJ rate-distortion results.

Figure 5.14: Convex hull points for San Miguel - UFRJ rate-distorion results.

With the help of the convex hull, it is possible to discover which coding solution

is the best given a target bitrate or given a desired final quality.

For example, looking again at Figure 5.14, one can say that if the desired PSNR

of a decoded sequence is 40dB, the best coding solution is to subsample the original
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San Miguel - UFRJ by four, encode it with HEVC and then interpolate by four the

decoded sequence. The same rule can be applied for choosing a target bitrate. If

the user wants to spend 500 bits/pixel/degree at most, he can use the HEVC with

subsampling the input sequence by two. This solution will provide him the best

rate-distortion compromise among the coding solutions.

On Table 5.14, are listed all quality and bitrate ranges where each solution is

the best for each sequence. Using this table is also possible to find the best coding

solution and the best parameters given a target bitrate by consulting the Target

Bitrate column. Also, one can find the best parameters and coding solutions for a

given the target quality by consulting the column Target Quality.

Table 5.14: Quality range and bitrate range in which each coding solution performs
is the best choice. Elephant sequence subsampled by eight does not present a range
where it is the best solution.

Multiview
Sequence

Subsampling
Factor

GOV
Structure

GOV Size
Target Bitrate
(bits/pixel/degree)

Target Quality
(dB)

San Miguel - UFRJ

1 IBBBP 256 R > 1828.2 Q > 44.7242
2 IBBBP 256 194.9 < R ≤ 1828.2 40.9850 < Q ≤ 44.7242
4 IBBBP 128 22.1 < R ≤ 194.9 38.4800 < Q ≤ 40.9850
8 IBBBP 64 9.2 < R ≤ 22.1 37.6700 < Q ≤ 38.4800
16 IBBBP 32 R ≤ 9.2 Q ≤ 37.6700

Audi TT

1 IBBBP 256 R > 103.8606 Q > 48.5886
2 IBBBP 256 4.2723 < R ≤ 103.8606 46.1200 < Q ≤ 48.5886
4 IBBBP 128 0.6098 < R ≤ 4.2723 44.6150 < Q ≤ 46.1200
8 IBBBP 64 0.0266 < R ≤ 0.6098 33.4950 < Q ≤ 44.6150
16 IBBBP 16 R ≤ 0.0266 Q ≤ 33.4950

Champagne Tower
1 IBBBP 64 R > 0.1697 Q > 23.3528
2 IBBBP 32 R ≤ 0.1697 Q ≤ 23.3528

Pantomime

1 IBBBP 32 R > 0.4130 Q > 39.8052
2 IBBBP 16 0.1812 < R ≤ 0.4130 38.7250 < Q ≤ 39.8052
4 IBBBP 8 0.0771 < R ≤ 0.1812 37.7950 < Q ≤ 38.7250
8 IBBBP 4 R ≤ 0.0771 Q ≤ 37.7950

Dog

1 IBBBP 64 R > 0.6523 Q > 36.2300
2 IBBBP 32 0.1330 < R ≤ 0.6523 33.3150 < Q ≤ 36.2300
4 IBBBP 16 0.0214 < R ≤ 0.1330 27.7800 < Q ≤ 33.3150
8 IBBBP 4 R ≤ 0.0214 Q ≤ 27.78002

Balloons
1 IBBBP 4 R > 0.0221 Q > 38.9558
2 IBBBP 2 R ≤ 0.0221 Q ≤ 38.9558

Kendo
1 IBBBP 4 R > 0.0254 Q > 42.7223
2 IBBBP 2 R ≤ 0.0254 Q ≤ 42.72238

Elephant

1 IBBBP 128 R ≤ 232.3479 Q ≤ 43.9453
2 IBBBP 64 42.8442 < R ≤ 232.3479 40.9000 < Q ≤ 43.9453
4 IBBBP 32 9.3085 < R ≤ 42.8442 38.7800 < Q ≤ 40.9000
8 IBBBP 16 n.a. n.a.
16 IBBBP 8 R ≤ 9.3085 Q ≤ 38.7800

Train

1 IBBBP 64 R > 73.3412 Q > 43.3533
2 IBBBP 64 17.1876 < R ≤ 73.3412 41.2400 < Q ≤ 43.3533
4 IBBBP 32 6.8977 < R ≤ 17.1876 39.2950 < Q ≤ 41.2400
8 IBBBP 8 0.1674 < R ≤ 6.8977 24.2750 < Q ≤ 39.2950
16 IBBBP 4 R ≤ 0.1674 Q ≤ 24.2750

From Table 5.14, it is also possible to conclude some facts relating the angu-

lar density of the sequences and their performance when using subsampling at the
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encoder and interpolation at the decoder..

For example, the range of bitrates in which a coding solution is the best choice

depends on the angular density of the original sequence. For example, it is less

likely to choose a subsampling factor different from one (no subsampling factor)

for low density sequences then for high density sequences. Figure 5.15 illustrates

the difference in bitrate ranges between a low density and a high density mutiview

sequence.

Figure 5.15: Subsampling ranges on the convex hull for Dog (left) and Elephant
(right) sequences.

Figure 5.15 shows that the bitrate ranges where one can use the subsampling

operation of any factor greater than one is very narrow for low density sequences.

High density sequences, on the other hand, provides a wider range of bitrates where

the subsampling operation appears as the best solution. In other words, for high

angular density sequences, given the bitrate, the best coding solution (among the

coding solutions covered in this work) will most probably involve the subsampling

operation. For low angular density sequences though, results say that the best

coding solution does not involve discarding views.

The same can be said about the quality values. It is possible to use highest

subsampling factors, saving bitrate, with high angular density sequences as the best

approach while for low angular density sequences, in most cases, it is better not to

put views away.

As an example, it will be chosen the mean quality of 40dB for the decoded

sequence. At this quality level, Table 5.14 indicates that the best coding choice for

San Miguel - UFRJ, Elephant and Train is the subsampling factor of four, and for

Audi TT the best solution is a subsampling factor of eight. On the other hand, for

the other sequences, with the exception of Kendo, the better solution is to encode the

full sequence, without the subsampling operation, in order to achieve such quality

level.
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This result points to the fact that the HEVC coding tools are not well suited for

exploiting the high level of inter-view redundancy present in high density multiview

sequences. In order to achieve good coding efficiency one has to combine HEVC with

subsampling at the encoder and interpolation at the decoder. It is an indication

that it is worthy to pursue alternative coding methods for high density multiview

sequences, and, as a consequence, light fields.

64



Chapter 6

Conclusions

This work has investigated the properties of static linearly-arranged light fields when

compressed by different coding solutions based on the HEVC standard, by taking

advantage of the the natural redundancy between camera views. Chapter 2 described

the light-field model and presented the multiview sequences. Chapter 3 described

the proposed experiments for mutiview coding while Chapter 4 dealt with all tools

and its relevant parameters in order to perform the experiments.

All multiview sequences were chosen to be different one from another for the

assessment of the compression performances to be as comprehensive as possible.

Chapter 5 has presented tests with different inter-view prediction structures and

and investigated their parameters, such as GOV size and GOV structure. It also has

shown that if the sequence does not contain difficult content, one can encode just a

fraction of the views, sparing the encoder of dealing with a large amount of data.

Then, the original number of views can be restored by applying an interpolation at

the decoder. This solution has led this work to the following conclusions:

• High-angular density sequences (with the angular density of at least 6 views

per degree) when subsampled before the encoder can reduce about 85% more

bits than when encoded by plain-HEVC alone without redundancy removal;

• As the angular density decreases, the subsampling operation can become more

susceptible to the content of the portrayed scene. Depending on this content,

the subsampling can improve the inter-view prediction or not, as it also de-

pends on the capacity of the interpolator at the decoder to portray the content

at the interpolated view;

• Liquids, transparent, translucent or very reflexive objects can deteriorate the

interpolated view as reflection spots changes according to the position of the

camera while the rest of the scene is static;

65



• Low angular density sequences when submitted to a subsampling operation

present reduced performance, that is highly dependent on their content. One

reason is the reduced inter-view redundancy caused by the reduced correlation

between contents. This reduced correlation occurence is due to the fact that

the distance between the cameras is larger. Then, when views are discarded,

important inter-view data is lost, diminishing the prediction performance and

also reducing the quality of the interpolated views;

• While low angular density sequences present a very narrow bitrate range where

the best coding solution presents subsampling operations, the high density

sequences present wide ranges, indicating that subsampling the sequence can

be a good choice before the usual HEVC coding for high angular density

sequences;

• In other to obtain a decoded sequence at a target quality, the best choice is

to subsample the sequence before encoding it if the sequence presents a high

density of views, reducing the total amount of data. On the other hand, not

subsampling low density sequences is a better solution in a rate-distortion

sense.

One can conclude from the presented experiments of that the use of plain-HEVC

is usually a good solution for low angular density sequences, with less inter-view

redundancy between views. However, for sequences with a higher density of views

per degree, just encoding with HEVC is not enough to fully exploit the inter-view

redundancy. This fact has been proven by the results that show an improvement

in rate-distortion performance by discarding views prior to HEVC encoding, with

posterior interpolation at the decoder. It means that the HEVC does not exploit

very well the redundancy present in these sequences, pointing out that it is worthy

to investigate new alternatives for inter-view redundancy reduction for multiview

sequences. With good methods for reducing this inter-view redundancy, it will be

possible to extend the research to more complex material, and explore new percep-

tions in more sophisticated approaches of the plenoptic function.

6.1 Future Work

There are several interesting subjects that could complement or extend this work.

Some of these topics are:

• View synthesis using depth maps: improve the interpolation operation

used in this work by testing specific sequences which contain depth maps,

evaluating its overall coding performance;
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• Two-dimensional multiview sequences: Extend the research to two-

dimensional multiview sequences and study the two-dimensional inter-view

prediction in order to discover the set of parameters and structures that pro-

vide efficiency in compression;

• Adaptive GOV structure: As a scene does not contain necessarily the

same contents in all recorded views, an adaptive GOV structure could be

used. It could also be possible to add an adaptive subsampler combined with

a dedicated interpolator in order to keep just the essential information of the

multiview sequence.
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Appendix A

Multiview test sequences

The following pages present and gives a brief description of each one of the ten chosen

multiview sets. Table A.1 gives a brief description of the main characteristics of these

sequences.

Table A.1: List of multiview sequences used in this work and their main charac-
teristics.

Acquisition Origin Number of Views View format Sequence Name Details

Rendering
UFRJ

850
Static

San Miguel - UFRJ Page 69

640 Audi TT Page 70

UHasselt 200 San Miguel - UHasselt Page 71

1-D Linear
Camera Array

Nagoya
University

79
Video Sequence

Champagne Tower Page 72

Pantomime Page 73

Dog Page 74

7
Balloons Page 75

Kendo Page 76

MERL
460

Static
Elephant Page 77

500 Train Page 78
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San Miguel - UFRJ

San Miguel - UFRJ is a realistic rendered scene based on a hacienda in San Miguel

de Allende (see Figure A.1). Composed by plant pots, some trees, tables and chairs;

there is also a fountain in the middle of the yard, pillars with arcs and balconies.

Figure A.1: View number 425 from San Miguel - UFRJ sequence.

Luminance resolution: 1920× 1080;

Number of views: 850 horizontally aligned views;

Number of frames per view: One frame;

Acquisition method: Rendered by Physically Based Rendering Soft-
ware (PBRT) [10];

Depth Maps: No depth maps available;

Origin: Signals, Multimedia and Telecommunications
Laboratory (SMT) COPPE/UFRJ; Brazil [26]

Copyright: Only available for academic usage.

69



Audi TT

Audi TT is a computationally created scene including an Audi TT car in a monochro-

matic background (see Figure A.2). The foreground of the scene presents a detailed

texture and noticeable diffuse and specular lighting while the background only shows

a smooth grey colour.

Figure A.2: View number 320 from Audi TT sequence.

Luminance resolution: 1920× 1080;

Number of views: 640 horizontally aligned views;

Number of frames per view: One frame;

Acquisition method: Rendered using Physically Based Rendering
Software (PBRT); [10]

Depth Maps: No depth maps available;

Origin: Signals, Multimedia and Telecommunica-
tions Laboratory (SMT) COPPE/UFRJ,
Brazil; [26]

Copyright: Only available for academic usage.
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San Miguel - UHasselt

The San Miguel - UHasselt sequence is a rendered hacienda in San Miguel de Allende

from a different point of view from the San Miguel - UFRJ sequence (see Figure A.3).

Figure A.3: View number 200 from San Miguel - UHasselt sequence.

Luminance resolution: 1920× 1080;

Number of views: 200 horizontally aligned views;

Number of frames per view: One frame;

Acquisition method: Rendered using Physically Based Rendering
Software (PBRT) [10]

Depth Maps: No depth maps available;

Origin: Universiteit Hasselt, Belgium;

Copyright: Only available for academic usage production.
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Champagne Tower

Champagne Tower shows a woman filling with champagne a six-leveled pyramidal

tower of glasses over a table (see Figure A.4). The room also contains some dodec-

ahedron loudspeakers and a black wall as background.

Figure A.4: First frame from the view number 40 of Champagne Tower sequence.

Luminance resolution: 1280× 960;

Number of views: 79 horizontally aligned views;

Number of frames per view: 300 frames;

Acquisition method: Horizontally aligned cameras with stereo dis-
tance (6.35 cm);

Depth Maps: Three depth maps corresponding to the 37th,
39th and 41st view;

Origin: Fujii Laboratory at Nagoya University;

Copyright: Only available for academic usage.
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Pantomime

Pantomime is a multiview set showing two clowns performing with a briefcase in

front of a black wall (see Figure A.5). Their clothes are very detailed and colourful

with many vertical stripes.

Figure A.5: First frame from the view number 40 of Pantomime sequence.

Luminance resolution: 1280× 960;

Number of views: 79 horizontally aligned views;

Number of frames per view: 300 frames;

Acquisition method: Horizontally aligned cameras with stereo dis-
tance (6.35 cm);

Depth Maps: Three depth maps corresponding to the 37th,
39th and 41st view;

Origin: Fujii Laboratory at Nagoya University;

Copyright: Only available for academic usage.
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Dog

Dog is a scene composed by a person and a dog performing some actions in front of

a wavy curtain (see Figure A.6). The curtain has many small colourful dots.

Figure A.6: First frame from the view number 40 of Dog sequence.

Luminance resolution: 1280× 960;

Number of views: 79 horizontally aligned views;

Number of frames per view: 300 frames;

Acquisition method: Horizontally aligned cameras with stereo dis-
tance (6.35 cm);

Depth Maps: Not available;

Origin: Fujii Laboratory at Nagoya University;

Copyright: Only available for academic usage.
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Balloons

Balloons is a multiview scene composed by balloons all over a room, a man holding

a big ball and some plants (see Figure A.7). The background is composed by a wall

lit by a white light drawing musical notes.

Figure A.7: First frame from the view number 4 of Balloons sequence.

Luminance resolution: 1024× 768

Number of views: 7 horizontally aligned views;

Number of frames per view: 400 frames;

Acquisition method: Horizontally aligned cameras with 5cm spa-
cing;

Depth Maps: Not available;

Origin: Fujii Laboratory at Nagoya University;

Copyright: Only available for academic usage.
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Kendo

Kendo is a multiview scene showing two swordsmen practising kendo (see Fig-

ure A.8). They fight in front of an audience, sat on stairs. The scene has also

white smoke on the floor and a lit red wall. A plant pot completes the scene.

Figure A.8: First frame from the view number 4 of Kendo sequence.

Luminance resolution: 1024× 768;

Number of views: 7 horizontally aligned views ;

Number of frames per view: 400 frames;

Acquisition method: Horizontally aligned cameras with 5cm spa-
cing;

Depth Maps: Not available;

Origin: Fujii Laboratory at Nagoya University;

Copyright: Only available for academic usage.
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Elephant

Elephant is a multiview scene that contains an elephant toy over a table with some

plants in the background (see Figure A.9).

Figure A.9: View number 230 from Elephant sequence.

Luminance resolution: 1280× 853;

Number of views: 460 horizontally aligned views;

Number of frames per view: One frame;

Acquisition method: Not available;

Depth Maps: Not available;

Origin: Mitsubishi Electric Research Laboratories [27];

Copyright: Only for non-commercial purposes.
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Train

Train is a 3D multiview set depicting a scale model with a train toy over a city

model and as background a wallpaper of mountains (see Figure A.10). The model

also contains buildings, bushes and poles.

Figure A.10: View number 250 from Train sequence.

Luminance resolution: 1255× 473;

Number of views: 500 horizontally aligned views;

Number of frames per view: One frame;

Acquisition method: Not available;

Depth Maps: Not available;

Origin: Mitsubishi Electric Research Laboratories [27];

Copyright: Only for non-commercial purposes.
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